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Why Are There so Many Banking Crises?

Jean-Charles Rochet*

Abstract: The last 25 years have seen an impressive number of banking crises all over
the world. These crises have renewed interest of economic research on the causes of
fragility of banks and the possible remedies to it. The justifications and organisation of
public intervention in the banking sector have also been put into question. This article
builds on this recent research in order to understand better the causes of banking crises
and offer policy guidelines for reform of regulatory and supervisory systems. The main
conclusions are:

• Although many banking crises have been initiated by financial deregulation and
globalization, these crises were largely amplified by political interference.

• Supervision systems face a fundamental commitment problem, analogous to the time
consistency problem confronted by monetary policy.

• The key to successful reform is independence and accountability of banking supervi-
sors. (JEL E58, G21)

1 Introduction

The last 20 years have seen an impressive number of banking and financial
crises all over the world. In an interesting study, Caprio and Klingebiel (1997)
identify 112 systemic banking crises in 93 countries and 51 borderline crises in
46 countries since the late 1970s (see also Lindgren et al., 1996). More than
130 out of 180 of the IMF countries have thus experienced crises or serious
banking problems. Similarly, the cost of the Savings and Loans crisis in the
USA in the late 1980s has been estimated to over USD 150 billion which is
more than the cumulative loss of all US banks during the Great Depression,
even after adjusting for inflation. On average the fiscal cost of each of these
recent banking crises was of the order of 12 percent of the country's GDP but

                                                          
* Toulouse University, France (rochet@cict.fr).

Prepared for the Venice Summer Institute of CESifo (13-20 July 2002). I thank the organizers,
Phil Davis and Gerhard Illing, for inviting me. This article is based on a forthcoming mono-
graph (Rochet, 2004). It was written while the author visited the London School of Economics
as the B.P. centennial Professor. Hospitality of the LSE, and in particular the Department of
Accounting and Finance and the Financial Markets Group, is gratefully acknowledged. I bene-
fited from the helpful comments of two anonymous referees, Sudipto Bhattacharya, Claudio
Borio, Phil Davis, Charles Goodhart, Gerhard Illing and Hyun Shin. Responsibility for possible
errors is entirely mine.



Jean-Charles Rochet

CESifo Economic Studies, Vol. 49, 2/2003142

exceeded 40 percent in some of the most recent episodes in Argentina, Indonesia,
Korea and Malaysia.

The map on the next page shows the universality of the problem.

These crises have renewed interest of economic research about several ques-
tions: The causes of fragility of banks and the possible ways to remedy this
fragility, the justifications and organisation of public intervention. This public
intervention can take several forms:

• emergency liquidity assistance by the central bank acting as a lender of last
resort;

• organization of deposit insurance funds for protecting the depositors of
failed banks;

• minimum solvency requirements and other regulations imposed by banking
authorities;

• and finally supervisory systems, supposed to monitor the activities of banks
and to close the banks that do not satisfy these regulations.

Important reforms have recently been introduced in banking supervisory sys-
tems. For example, the American Congress has enacted the Federal Deposit
Insurance Corporation Improvement Act in 1991 after the Savings and Loans
crisis. Several countries, notably the UK, have created integrated supervisory
authorities for all financial services including banking, insurance and securities
dealing. Finally, the G10 countries have harmonised in 1989 their solvency
regulations for international active banks. This harmonisation, known as the
Basel Accord, since it was designed by the Basel Committee of Banking
Supervision, was later adopted at national levels by a great number of coun-
tries. The Basel Committee is currently working on a revision of this Accord,
aiming in particular at giving more importance to market discipline.

The objective of this article is to build on recent findings of economic research
in order to understand better the causes of banking crises and possibly offer
policy guidelines for reform of regulatory supervisory systems. In a nutshell,
my main conclusions will be:

• banking crises are largely amplified, if not provoked, by political interfer-
ence.



Why Are There so Many Banking Crises?

CESifo Economic Studies, Vol. 49, 2/2003 143

• Supervision systems face a fundamental commitment problem, analogous to
the time consistency confronted by monetary policy;1

• and finally the key to successful reform is independence and accountability
of banking supervisors.

The plan of this article is the following. I will start by studying the historical
sources of banking fragility, then I will examine possible remedies: creation of
a lender of last resort, and/or deposit insurance combined with solvency regu-
lations. Then I will try to draw a few lessons from recent crises; And finally I
will conclude by examining the future of banking supervision.

This map was constructed by the author from Table 2 in Lindgren et al. (1996).

                                                          
1 After finishing this paper, I became aware of an article of Quintyn and Taylor (2002), also

presented in the Venice Summer Institute of CESifo (July 2002), that basically arrives to the
same conclusions.
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2 The sources of banking fragility

Historically, banks started as money changers. This is testified by etymology.
�Trapeza�, the Greek word for a bank refers to the trapezoidal balance that was
used by money changers to weigh the precious coins. Similarly �banco� or
�banca�, the Italian word for a bank, refers to the bench used by money chang-
ers to display their currencies. Interestingly, this money changing activity
naturally led early bankers to provide also deposit facilities to merchants using
the vaults and safes already in place for storing their precious coins. In Eng-
land the same movement was initiated by goldsmiths. Similarly, some mer-
chants exploited their networks of trade-posts to offer payment services to
other merchants, by transferring bills of exchange from one person to the other
instead of carrying species and gold along the road. In both cases, early bank-
ers realised very soon that the species and gold deposited in their vaults could
be profitably reinvested in other commercial and industrial activities. This was
the beginning of the fractional reserve system in which a fraction of demand-
able deposits are used to finance long term illiquid loans. This is represented
below by this simplified balance sheet of a representative bank.

Reserves Deposits

↕ Transformation gapLoans

Capital

As long as the bank keeps enough reserves to cover the withdrawals of the
depositors who actually need their money, which is much less than the total
amount of the deposits, the system can function smoothly and efficiently. But
this system is intrinsically fragile. If all depositors demand their money simul-
taneously, as they are entitled to (the situation is referred to as a bank run) the
bank is forced to liquidate its assets at short notice, which may provoke its
failure.2 Whereas bank runs are often inefficient, bank closures are also neces-
sary in order to eliminate inefficient institutions. Such closures correspond to
what are known as fundamental runs, where depositors withdraw their money
because the banks assets are revealed to be bad investments. This Darwinian

                                                          
2 A spectacular example of a bank run occurred in October 1995 in Japan where the Hyogo Bank

experienced more than the equivalent of USD 1 billion withdrawals in just one day.
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mechanism is useful to eliminate unsuccessful banks and incentivise bankers
to select carefully their investments. But, unfortunately, bank runs can also
happen for purely speculative reasons. A recent example of a speculative run
occurred in 1991 in Rhode Island in the USA, where a perfectly solvent bank
was forced to close after the TV channel, CNN, used a picture of this bank to
illustrate a story on bank closures, which led the bank's customers to believe
the bank was insolvent, whereas it was not.

As we will see, small depositors are now insured in many countries, which
means that the modern form of a bank run is more what is called a silent run,
where professional investors stop renewing their large deposits, or Certificates
of Deposits as they are called, which is the case for example in the Continental
Illinois failure in 1984 in the USA.

The mechanism of a speculative run is simple. If each depositor anticipates
that other depositors are going to withdraw en masse then it is their interest to
join the movement, even if they know for sure that the bank's assets are fun-
damentally safe. Given that these speculative runs are seriously damaging to
the banking sector, several mechanisms have been elaborated to eliminate
those speculative runs. The first example was the institution of a lender of last
resort.

3 The lender of last resort

The lender of last resort, which consists of emergency liquidity assistance
provided by the central bank to the bank in trouble was invented, so to speak,
in the UK and the doctrine was articulated in 1873 by the English economist
Walter Bagehot, elaborating on previous ideas of Henry Thornton. Bagehot's
doctrine was influenced by the systemic crises that followed the failure of
Overend & Guerney and Company in May 1866. Overend & Guerney was at
the time the greatest discounting house, that is a broker of Bills of Exchange,
in the world. During the previous financial crisis of 1825 it was able to make
short loans, i.e. provide liquidity assistance to most of the banks on the London
place and it became known as the bankers' banker. After the death of its foun-
der, Samuel Guerney in 1856, the company was placed under less competent
control. Experiencing big losses on some of its loans it was forced to declare
bankruptcy in May 1866 with more than UKP 11 million in liabilities. As a
result of this failure, many small banks lost their only provider of liquidity and
were forced to close as well, even though they were intrinsically solvent. In
order to avoid such crises, Bagehot recommended that the Bank of England be
ready to provide liquidity assistance to individual banks in distress. The main
points of Bagehot�s doctrine were that the central bank should a) lend only
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against good collateral, so that only solvent banks might borrow, and that the
central bank would be protected against losses; b) lend at a �very high� interest
rate so that only �illiquid� banks are tempted to borrow and that ordinary li-
quidity provision would be performed by the market, not by the central bank;
and c) announce in advance its readiness to lend without limits in order to
establish its credibility to nip the contagion process in the bud. The doctrine
was first put into application by the Bank of England in the Baring crisis of
1890. It was then adopted in continental Europe, resulting in the absence of a
major banking crisis for more than 30 years. In the USA, prior to the creation
of the Federal Reserve System in 1913, commercial banks organised a
clearing house system which served as a private lender of last resort for sev-
eral decades.

Among more recent examples where Bagehot�s doctrine was followed to the
letter are the Bank of New York case of 1985 and the second Barings crisis in
1995. On 21 November 1985 the Bank of New York experienced a computer
bug. It was a leading participant in the US Treasury bond market and the com-
puter had paid out good funds for the bonds bought by the bank, but would not
accept cash in payments for the bonds sold. This quickly led to a USD 22.6
billion deficit. Even if there was no doubt about the solvency of the Bank of
New York, no single bank was in a position to cover such a huge deficit by an
emergency loan. Similarly there was not enough time to organise a consortium
of lenders. So the New York Fed solved the problem by providing an emer-
gency loan against good collateral.3 Similarly, on 24 February 1995, Barings
(once again!) made it known to the Bank of England that its securities subsidi-
ary in Singapore had lost USD 1.4 billion, three times the capital of the bank,
due to the fraudulent operation of one of its traders.4 The Bank of England
decided that, since bilateral exposures were relatively limited and the source of
Barings failure was a specific case of fraud, the threat of contagion in the UK
financial system was not large enough to justify the commitment of public
funds. As a result the bank failed on 26 February. However, the Bank of Eng-
land clearly made public its willingness to provide adequate liquidity to the
UK banking system in case of a market disturbance and, as matter of fact, the
announcement itself was enough to avoid any such disturbance.

It is interesting to notice that in these two episodes the intervention of the cen-
tral banks was triggered by different types of situations. It was a failure of the
market to provide liquidity assistance to a solvent bank in the case of the Bank
of New York, and in the Barings case, it was a desire to provide liquidity sup-
port to the market, and more specifically to the bank, that might have been

                                                          
3 This account is drawn from Goodhart (1999).
4 This account is drawn from Hoggarth and Soussa (2001).
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affected by the closure of a major participant. However, in both cases Bage-
hot�s doctrine was followed and tax payers' money was not involved. This is
unfortunately not always the case. There are indeed several reasons why the
central bank might consider supporting insolvent institutions. The first is sys-
temic risk, i.e. the fear that the failure of a large institution might propagate to
the rest of the financial system. Given that the central bank is typically respon-
sible for the overall stability of the financial system, it is conceivable that it
considers assisting large insolvent institutions whose failure might propagate
to other banks. This reason was invoked on several occasions, for example in
the bailout of Johnson Matthey Bankers by the Bank of England in 1984, even
if the BOE waited for more than a year before organising a consortium. A
similar case is that of Continental Illinois in the USA, also in 1984. Inciden-
tally, the bailout of Continental Illinois (which effectively amounted to subsi-
dizing the bank's shareholders and uninsured depositors with taxpayers'
money) led to the unfortunate notion of a bank that would be �too big to fail�.

A second reason why insolvent banks might be bailed out is political interfer-
ence. Let me take as an illustration the case of my own country, France, where
it is interesting to contrast two episodes. The first episode corresponds to the
failure in 1988 and 1989 of two Franco-Arab banks, Al Saudi Bank, and Ku-
waiti-French bank, who were essentially recycling petro-dollars in loans to
developing countries. They experienced important losses on their lending port-
folios. The Bank of France decided not to intervene and the two banks were
forced to close. By contrast the largest French bank at the time, the Credit
Lyonnais, whose slogan was ironically �The Power to Say �Yes��, started in
1988 a disastrous policy of bad investments which initially resulted in a spec-
tacular increase of the size of its total balance sheet (30 percent in two years) and
a 200 percent increase of its industrial holdings. However, very soon, heavy
losses materialised: the equivalent of USD 0.3 billion in 1992, USD 1.2 billion in
1993 and USD 2 billion in 1994. After some time the French government felt
compelled to intervene. The total cost of the three successive rescue plans that
were implemented was estimated to USD 25 billion which, in per capita terms,
is of the same order of magnitude as the total cost of the saving and loan crisis
in the USA. A similar situation occurred in Japan during the Jusen crisis in
1995�99. Jusens were non-deposit taking subsidiaries of banks, created to
provide affordable home financing for individual borrowers. The frenetic
lending activity of these institutions contributed to the building up of the Japa-
nese real estate bubble. When this bubble burst in 1995 the Japanese authori-
ties had to inject the equivalent of USD 24 billion in order to avoid a collapse
of the Japanese financial system. Japanese banks are also famous for several
spectacular episodes of fraud. For example, in 1990 it was disclosed by Daiwa
Bank that a security trader in its New York branch had been able to conceal a
cumulative loss of USD 1.1 billion on the US Securities over 11 years. Simi-
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larly, in 1996 Sumitomo acknowledged that one of its copper traders was re-
sponsible for fraudulent transactions that amounted to a cumulative loss of
USD 1.8 billion over ten years.

Let me now turn to two other fundamental mechanisms of public intervention
in the banking sector, namely deposit insurance and solvency regulations.

4 Deposit insurance and solvency regulations

In the USA the first federal deposit insurance fund was created in 1934,5 when
the FDIC was set up in order to prevent bank runs and to protect small and
unsophisticated depositors. The initial coverage was USD 2,500 but it was
gradually increased to the present figure of USD 100,000. In the UK the sys-
tem is less generous, its coverage is only limited to 75 percent of the first
USD 20,000. In continental Europe deposit insurance has long been implicit in
the sense that losses were often covered ex-post by tax payers' money or by a
compulsory contribution of surviving banks, what the Bank of France used to
call �solidarité de place�. A European Union directive of 1994 requires a
minimum harmonisation among member countries, with the implementation of
explicit deposit insurance systems having a minimum coverage of 20,000
euros, funded by risk based insurance premiums. It has been argued that these
deposit insurance systems were partly responsible, paradoxically, for the fra-
gility of the banking system, whereas in fact they were imagined, or designed,
exactly for the opposite purpose. Several studies of the IMF tend indeed to
show that countries that have implemented such systems are more likely to
experience banking crises, surprisingly. The proposed explanation is that in
such countries bankers feel free to take excessive risks, given that their insured
depositors are not concerned by the possibility of a failure of their bank, since
they are insured in all cases. In the absence of a deposit insurance system, like
is the case in New Zealand, for example, bankers are disciplined by the threat
of massive withdrawals when depositors become aware of any excessive risk
taking by their bank. The doctrine in New Zealand since December 1994 is
thus �freedom with publicity�. Banks are not really supervised but are only
required to disclose detailed information on their accounts to their customers,
and bank directors are personally liable in case of false disclosure statements.

In most other countries the reaction to banking crises has been on the contrary,
to reinforce banking regulations and in particular solvency regulations. This
started at the international level where the Basel Committee of Banking Super-

                                                          
5 State deposit insurance funds were created much earlier, starting in 1829 (New York State).

For a good history of deposit insurance in the USA, see FDIC (1998).
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vision enacted in 1988 a regulation requiring a minimum capital level of
8 percent of risk weighted assets for international active banks of the G10
countries. The different weights were supposed to reflect the credit risk of the
corresponding assets. This regulation was later amended to incorporate interest
rate risk and market risk. It was also implemented with small variations at the
domestic level by the banking authorities of several countries. In particular in
the USA, the reform of the Federal Deposit Insurance Corporation system
introduced an important notion, that of prompt corrective action which is some
form of gradualism in the intervention of supervisors in order to force them to
intervene before it is too late. This is based on a full set of indicators known as
CAMELS Ratings.

Let me now discuss the justifications for these solvency regulations, which are
essentially two fold. First, they provide a minimum buffer against losses on
bank's assets and therefore decrease their probability of failure. The second
justification is to provide incentives to bank stockholders to monitor the bank
manager more closely, because these stockholders have more to lose in case of
failure. This was the spirit of the Basel Accord of 1988 which was however
severely criticised for being too crude and encouraging regulatory arbitrage by
commercial banks. It was argued in particular that it was responsible for a
credit crunch in the 1990s because banks found it profitable to substitute
government securities to commercial and industrial loans in their portfolios
of assets.

5 Lessons from recent crises

Let me try to draw some lessons from the crises of the last 25 years, which
have provided very useful evidence for research. Economists have examined
several questions. For example, the evaluation of the social cost of these crises
is not easy. Hoggarth et al. (2001) criticise the use of fiscal costs, that is the
amount transferred from taxpayer to creditors of failed banks, as a true meas-
ure of the economic cost of banking crises. Indeed those fiscal costs are more a
transfer than an aggregate cost to society. So they propose instead to evaluate
the output loss, i.e. the amount of wealth that would have been provided or
produced in the country in the absence of a crisis. They find that this estimated
output loss is large, around 15 to 20 percent of the annual GDP and even larger
in the case of a twin crisis, that is to say a currency crisis occurring simultane-
ously with a banking crisis. This confirms previous studies of Kaminsky and
Reinhardt (1996, 1999) who also show that a different pattern seems to emerge
in, respectively developed countries and developing countries. In developed
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countries, banking crises alone are already very costly whereas in developing
countries it seems that the cost is significant only in the case of a twin crisis.6
Other economists, like Bell and Pain (2000) or Davis (1999) have tried to
establish common patterns of banking crises and derive indicators for predict-
ing those crises. Davis argues in particular that the East Asian crisis that
started in 1997 exhibited features very similar to earlier crises in Scandinavia
or Japan, namely vulnerability to real shocks, such as export price variations
and foreign currency exposure. However, the East Asian crisis had very little
impact on the securities market of the OECD countries by contrast with the
Russian crisis of August 1998. The reason seems to be that the moratorium on
Russian public debt generated an unwinding of leverage positions on US
Treasury markets � USD 80 billion for LTCM alone, more than USD 3,000
billion for commercial banks altogether. By contrast, the Asian crisis only
resulted in bank runs instead of affecting markets and so the consequence was
only failure of several domestic banks.

Also, economists have tried to assess the characteristics of banking systems
that were more likely to be associated with a large probability of crisis or a
large cost of resolution. Honohan and Klingebiel (2000) show in particular that
pre-crisis provision of liquidity support, which is often used by governments to
delay the recognition of a crisis is the most significant predictor of a high fiscal
cost, once the crisis erupts.

Finally, the Scandinavian banking crisis (1988�93) was much more dramatic in
Finland and to a lesser extent in Norway than in Sweden. The common causes
were the deregulation of financial markets, an economic boom and an asset mar-
ket bubble (accompanied with a spectacular increase in USD denominated for-
eign debt) followed by a real shock. In the case of Finland it was the collapse of
the Soviet Union. After the rise in European interest rates in 1989, Finland and to
some extent other Nordic economies, faced a serious competitiveness problem
partly due to their indebtedness. An attempt to defend fixed exchange rates led to
very high interest rates and deflation. The final result in Finland was a massive
devaluation, followed by an asset bubble burst. Some large commercial banks
and the entire saving bank sector had to be taken over by the government. Non-
performing assets were separated and transferred to a bad bank. Public support to
all of the banks was provided, but the stockholders of the banks were not expro-
priated and some managers remained in charge. As a result the cost was huge, of
the order of 8 percent of GDP.

If you compare with Norway (it is even more compelling in the case of Swe-
den) the causes were the same as in Finland except that the real shock was
                                                          
6 For a thorough analysis of currency crises and international financial architecture see Tirole

(2002).
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more an oil price decrease than the collapse of the Soviet Union as for Finland.
But the symptoms were similar: three large commercial banks and two re-
gional saving banks had to bailed out by public funds because they incurred
large losses on their loan portfolios, and as a result became under-capitalised.
But the Norwegian government was tougher: it injected money only in ex-
change for drastic reduction in loan portfolios, import and cost cuts, and share-
holders were fully expropriated, which was not the case in Finland. Of course
the shareholders of failed Norwegian banks later required compensation argu-
ing that the banks were not actually closed, but they lost the case. Bank man-
agers and directors were almost systematically replaced and as a result the cost
of the crisis was much smaller, less than 3 percent of GDP.7

6 The future of banking supervision

Let me now conclude by trying to assess the possible future of banking super-
vision, starting with the remark that the traditional approach to banking super-
vision was very paternalistic. In the 1960s and 1970s, banks were in many
countries protected from competition through entry restrictions and price con-
trols, in exchange for accepting to follow the detailed prescription of supervi-
sors. This quid pro quo between banks and governments is not viable anymore,
for several reasons.

First of all, globalisation and deregulation have made competition very fierce,
in particular by non-banks, i.e. firms that are not regulated. Also, the increased
complexity of financial markets and banking activities implies that supervisors
are not any more in a position to monitor closely the activities of all banks.
This feature is illustrated by the failure of the Basel Committee to impose the
standardised approach to market risks. Instead, the Committee was obliged to
accept that large banks use their own internal models. It is expected that in the
future few banks will follow the standardised approach, since they will proba-
bly prefer to use one of the models developed by the large banks.

The proposed reform of the Basel Accord is supposed to rely on three �pil-
lars�. The first pillar is a refined capital requirement with very complex
weights, designed to be more in line with market assessments of risks. The
second pillar is a more pro-active role of banking supervisors, and finally the
third pillar is an increased recourse to market discipline. The problem is that
supervisors have a general tendency to interfere too much when the banks are
well run and intervene too less when the banks have problems. Too much

                                                          
7 The rebound of oil price due to the Gulf war may also have helped the crisis resolution. I thank

Jon Danielson for this remark.



Jean-Charles Rochet

CESifo Economic Studies, Vol. 49, 2/2003152

attention in my opinion has been devoted to the first pillar, namely the design
of a very complicated system of risk weights. In my opinion it is not the job of
the regulators to tell the banks what they have to do when they are not in trou-
ble. On the contrary, their job is to take care of ailing banks. Thus, I believe
more attention should be devoted to the two other pillars of Basel II, namely
supervision and market discipline. In particular, it should be stated precisely
when and how supervisors will intervene and which instruments should be
used to generate market discipline. Several US economists, for example Calo-
miris (1998) and Evanoff and Wall (2000), have proposed such an instrument,
namely compulsory subordinated debt. Without going into the details, let me
just mention why subordinated debt can sometimes be a good instrument for
generating market discipline. It can indeed provide direct market discipline
since the cost of issuing new debt increases when the risk profile of the bank
increases. Thus, if the bank is forced to issue subordinated debt on a regular
basis, it will have incentives not to take too much risk. But there is also indi-
rect market discipline because the price of subordinated debt in secondary
markets decreases when the risk of failure of the bank increases. So the secon-
dary market price of subordinated debt provides additional information to the
regulator on the perceived risk of failure of the bank. But the real concern is
supervision, not regulation. One needs to be sure that supervisors impose cor-
rective measures or even close the bank before it is too late. The core of the
problem is that any bank is always worth more alive than dead. This is so in
particular because the informational capital of the bank is lost in case of a
closure. So, even a competent and benevolent planner would always find pref-
erable ex-post to provide liquidity assistance to a bank in distress. But of
course, if this is anticipated by bankers ex ante, this can be the source of moral
hazard. Proper incentives can only be provided if stockholders and top manag-
ers are truly expropriated in case of problems, like the Norwegian case is a
good illustration. Empirical evidence on the resolution of bank defaults sug-
gests that failed banks are more often rescued than liquidated. For example,
Goodhart and Schoenmaker (1995) show that the effective methods of resolv-
ing banking problems vary a lot from country to country, but in most cases
they result in bail outs. Out of a sample of 104 failing banks, Goodhart and
Schoenmaker find that 73 resulted in rescue and only 31 in actual liquidation.8
This is confirmed by other studies. For example, Santomero and Hoffman
(1998) show that in the USA the discount window, that is the lender of last
resort facility, was often used improperly to rescue banks that subsequently
failed. So market discipline can be useful in two respects: by directly penalis-

                                                          
8 The �Purchase and Assumption� method, whereby the failing bank is merged with a safe bank

is often used in the USA. This allows to some extent a preservation of the failed bank's �infor-
mational capital�.
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ing the banks who take too much risk without the need for an intervention by
supervisors; by indirectly providing new objective information, like private
ratings, interest rate spreads or secondary prices of debt that can be used by
supervisors. But market discipline can also be dangerous. In particular, market
prices become erratic during crises and diverge from fundamentals. Co-
ordination failures may occur between investors whereby each of them has a
good and justified opinion of the solvency of a given bank but refuses to buy
its subordinated debt because it anticipates that other investors will not lend
to the bank. This is what game theoreticians call self fulfilling prophecies.
The theoretical analysis of this was done by Morris and Shin (1998) for cur-
rency crises and later Rochet and Vives (2002) developed an extension for
banking crises.

But there are other dangers of market discipline. For example, it is proposed by
the reform of the Basel Accord to condition capital requirements on private
ratings. But can we really trust rating agencies? They often have less informa-
tion than the supervisors and sometimes even less than other banks. Secondly,
the market for ratings is not really competitive and conflicts of interests be-
tween auditing and consulting activities may occur as was exemplified by the
recent Enron-Andersen case. Finally, market discipline can be the vehicle for
contagion.  It could be a good disciplining device during good times, in par-
ticular subordinated debt, but it can also be the source of systemic risk dur-
ing crises.9

However, the main difficulty is to obtain credibility of regulation and to get rid
of political pressure on banking supervisors; The source of this difficulty is not
only corruption and regulatory capture, but more fundamentally the absence of
commitment power of governments. It is a classical time consistency problem,
that  is even more severe in the case of democracies than in the case of corrupt
regimes. I therefore argue in favour of independence and accountability of
banking supervisors like has been done for monetary policy. So, instead of
discretionary power given to bank supervisors, sometimes referred to as con-
structive ambiguity proposal, I advocate in favour of an explicit mandate given
to banking supervisory agencies. This is of course difficult to design and is a
challenge for further research. For example, it would be useful to define ob-
jective criteria for deciding when a bank has to be bailed out for systemic rea-
sons; and also how to organize ex-post accountability with sanctions on super-
visors if they don't perform well.

To summarize, I believe the main reason behind the frequency and magnitude
of recent banking crises is not deposit insurance, is not bad regulation, is not

                                                          
9 A theoretical analysis of this is provided in  Rochet and Tirole (1996).
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incompetence of supervisors. It is essentially the commitment problem of
political authorities who are likely to exert pressure for bailing out insolvent
banks. The remedy to political pressures on bank supervisors is not to substi-
tute supervision by market discipline, because market discipline can only be
effective if absence of government intervention is anticipated. So, the crucial
problem is credibility of political authorities and the way to restore this credi-
bility is to ensure independence and accountability of bank supervisors. More
work needs to be done for specifying the precise institutional reforms that are
necessary to achieve this goal.
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On the Feasibility of Risk Based Regulation

Jón Daníelsson*

Abstract: Risk based regulation has emerged as the primary ingredient in the Basel-II
proposals, where a bank capital is to become a direct function of a bank's riskiness.
While the notion that bank capital be risk sensitive is intuitively appealing, the actual
implementation, in the form of Basel-II, carries with it a host of potentially perverse
side effects. Basel-II may increase financial risk, both for individual institutions and the
entire banking system, and hence promote financial instability. This can happen, e.g.,
due to the endogenous nature of risk. (JEL G2)

1 Introduction

Over time, financial regulation has evolved considerably, from lending of last
resort1 approach to deposit insurance and activity restrictions.2 The latest
fashion in banking regulation is risk based regulation which is a system
whereby a bank's minimum capital is determined by a sophisticated risk
model, operated within the bank, and audited by the supervisors. This idea is at
the heart of the Basel-II Proposals. It is beyond the scope of this paper to dis-
cuss the rationale for banking regulation in general. The history of bank fail-
ures and their economic cost suggests that some form of regulation is inevita-
ble. My interest here is to explore the twilight zone of Basel-II, in particular
the financial economic context of the Proposals, their scope for effectiveness
and any potential side effects.

                                                          
* London School of Economics and Political Science, Houghton Street, London WC2AZAE,

U.K., j.danielsson@lse.ac.uk.
I am grateful to Charles Goodhart, Gerhard Illing, Con Keating, Jean-Pierre Zigrand, and
participants in the CESifo Venice Summer Institute 2002 for valuable discussion and com-
ments. All errors are my responsibility. Updated versions of this paper may be downloaded
form www.riskresearch.org.

1 Lending of last resort (LOLR) was proposed by Bagehot (1873) and first used in the rescue of
Barings in 1890. LOLR depends on the central bank providing liquidity to financial institutions
in crisis. As a such, it can be very effective in preventing the spread of contagion if used prop-
erly. Of course, LOLR inevitably implies moral hazard as well.

2 Deposit insurance was set up to prevent crisis by reinforcing public confidence in the banking
systems. Deposit insurance however carries with it its own baggage of problems, and its dual
use for consumer protection has proved to be especially problematic. Activity restrictions
refers to regulators deciding what activities financial institutions can be engaged in. Along
the way banking regulation have added e.g. solvency requirements, minimum capital, and
supervision.
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Banking regulations have traditionally been designed and implemented on a
local or national level. The fall of Bankhaus Herstatt in 1974 and Banco Am-
brosiano in 1982, however, served as a reminder that banking is an interna-
tional business, where international coordination is necessary for supervision
to be effective. The absence of international cooperation can amplify the im-
pact of individual failures, as it did in the Herstatt case. Herstatt and Ambro-
siano prompted new thinking in banking regulation, with the Basel Committee
(BC) on Banking Supervision given the role of formulating capital adequacy
rules, culminating in the 1988 Capital Accord, setting minimum capital at
8 percent. A key feature of the 1988 Accord is that capital is risk weighted, a
feature which has remained an integral part of subsequent regulatory propos-
als. In 1996, the Basel Committee proposed an amendment to the original
Accord suggesting the use of internal models for the measurement of market
risk. The perceived success of the 1996 Amendment, and the rather visible
flaws in the original Accord have motivated the Basel Committee to apply the
methodology of risk based regulation to operational and credit risk, with li-
quidity risk perhaps to follow.

Risk based regulation is based on the premise that the regulatory treatment of
individual banks reflects their riskiness, e.g., so that more risky banks have to
carry a higher capital charge and perhaps be subject to closer scrutiny by
regulators. The objective of these regulations is more macroprudential than
microprudential in the terminology of Crockett (2000). In specific implemen-
tations the supervisors require financial institutions to measure and aggregate
their risks and report some of this risk to the authorities and the financial
community. Basel-II suggests a particular interpretation of risk based regula-
tion by means of its three pillars; minimum capital requirements, the supervi-
sory review process, and market discipline. Within this system, banks do have
some leeway in how risk sensitive their regulatory treatment is, with smaller
banks perhaps opting for the more standardized models in measuring risk, with
the larger (and more relevant) banks opting for the internal models approach,
where banks design their own (supervisory approved) risk models.

On the face of it, the concept of risk based regulation is very appealing. Some
banks have successfully applied sophisticated risk models in their internal
operations, and much would be gained if others did the same. After all, bank
failures are costly, and impose significant externalities on the economy (e.g.
Honohan and Klingebiel, 2002), and in many cases are contagious, as a single
institutional failure triggers a domino effects in bank failures.
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But beauty is only skin deep, and the Basel-II Proposals have perhaps received
more criticism than the Basel Committee and other proponents expected.3
Most of the criticism of Basel-II originates from lobbying by individual banks
and other special-interest groups. However, the Proposals have received more
fundamental criticism, expressed both in the official comments as well as sub-
sequent papers. This criticism ranges from doubts about the statistical models
advocated in Basel-II, to financial economic analysis of the implications of
Basel-II. In this paper I focus on two criticisms of Basel-II:

A Procyclicality: The potential for procyclicality is downplayed, both in the
actual Proposals as well as public statements by supervisors. Recent finan-
cial economic research suggests that the possibility of vicious feedback
loops between prices, volatility, and liquidity is considerable in times of cri-
sis, and that the current Basel-II proposals may actually amplify these vi-
cious feedback loops.

B Statistical Measurement of Risk: The Proposals place considerable faith in
the ability of statistical models to accurately measure risk. (�Banks are
pretty well able to price credit risk� Crockett, 2003) However, recent meth-
odological advancements, e.g., coherent risk measures and nonlinear de-
pendence, cast considerable doubt on the accuracy of measured risk.

While the proponents of Basel-II sometimes acknowledged some of these
criticisms, the common rejoinder is that banks are too important to be left
unregulated and that Basel-II is the best regulatory mechanism on offer. I think
such comments are shortsighted. A criticism of Basel-II does not imply that
banks should not be regulated, indeed, while banking regulations are probably
inevitable, it is important to make sure they are effective without imposing too
many burdens on the institutions themselves. This is the test that Basel-II fails.
The financial system is a complex organism, comprising of a large number of
individuals making decisions. This implies that the financial system, especially
in the aggregate, is not easily amiable to be described by a set of engineering
equations describing risk. Such modelling of risk is much akin to the old-style
Macro models where the entire economy was described by a relatively small
number of equations. As demonstrated by rational expectations, a key flaw in
the old-style macro models is that they are not invariant under observation. The
same flaw applies to traditional risk models, implying that risk is endogenous.

An effective regulatory mechanism needs to take into account the possibility of
procyclicality and incorporate recent advancements in the statistical modelling
of risk. As the quotes below demonstrate, key banking supervisors dismiss

                                                          
3 Witness the official comments �The New Basel Capital Accord: Comments received on the

Second Consultative Package�, currently at www.bis.org/bcbs.cacomments.htm.
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such criticism, but it is revealing that the propensity for procyclicality is re-
jected out of hand without any evidence. Hence, the basic criticism stands. It
would be much better if the Basel Committee acknowledged that the world is
more complex than assumed by Basel-II, and incorporate risk endogeneity and
non-linear dependence into the Capital Accords.

2 On the nature of financial risk and decision making

Suppose before leaving your house you note that the weather forecast reports a
high probability of rain, and as a consequence you carry an umbrella. You are
therefore hedging against rain. Perhaps other people make the same observa-
tion and also carry the rain hedge. In spite of this, the probability of rain
does not change; the probability of rain is exogenous to the decision-
making process.

Alternatively, suppose that after checking the financial news in the morning
you reach the conclusion that risk in the markets has increased which in turn
prompts you to hedge against this risk. In doing so you have an infinitesimal
effect on the statistical properties of market prices. If somebody else reaches
the opposite conclusion, i.e., that risk is decreasing, perhaps the effects of both
of your trading strategies cancel each other out. If however this person agrees
with you, then the impact on the statistical properties of market prices is even
higher. If a significant number of people reach the same conclusion, the impact
on market prices could be substantial. In other words, in contrast to the
weather, market prices are endogenous to the decision-making process, im-
plying that hedging and risk based regulations have the potential to be procy-
clical.

Recent research has studied the heterogeneity in bank behavior, addressing
such issues as the impact of risk constraints and risk regulations on the statisti-
cal properties of market prices. The focus of this research is not on average or
typical market conditions but instead on financial crisis. Two such research
agendas are the global games model of Morris and Shin (1998, 1999) and the
constrained general equilibrium model of Danielsson and Zigrand (2003).

2.1 Global games and endogenous prices

The idea that investors not only react to economic fundamentals dates back to
the very beginning of modern economic analysis. An interesting take on this is
provided by Keynes (1936, General Theory, pp. 156):
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�professional investment may be likened to those newspaper
competitions in which the competitors have to pick out the six
prettiest faces from a hundred photographs, the prize being
awarded to the competitor whose choice most nearly corresponds
to the average preferences of the competitors as a whole�

Morris and Shin (1998, 1999)4 (MS) formalize this idea where they surmise
that economic agents do not play a game against nature but instead a game
against nature and other agents, simultaneously.

The key innovation of MS is in identifying a model where one equilibrium,
and thus one price, characterizes the model solution. This unique equilibrium
emerges because agents use switching strategies, where agents change posi-
tions depending on their view of the fundamentals and each other.

In their model, in the minds of market participants, market fundamentals vie
with the opinions of other market participants as a guide to investment strat-
egy. Each agent makes a decision based on his view of the fundamentals,
where he also explicitly considers that other agents are doing exactly the same.
In this case, the actions of various market participants become mutually rein-
forcing. However, while most information is common to all market partici-
pants, some is not. This can happen because the sheer volume of information is
so overwhelming that no single agent can absorb it. These assumptions lead to
one equilibrium. MS tackle this problem with a unique theoretic device called
global games.

The intuition behind the global games model can be demonstrated by analyz-
ing speculative attacks on a currency. Suppose that some financial institutions
regard a particular currency overvalued, and attempt to exploit this, perhaps by
selling the currency in futures markets. If however other market participants do
not share this opinion, the trading strategy may lead to losses. In contrast, if
many or most other market participants agree, and execute similar trading
strategies, this becomes a self-fulfilling prophecy, the currency becomes a
subject to a speculative attack, possibly leading to a devaluation. In this case, a
small change in the external environment can trigger a large and sudden
change in the actions of market participants. For example, suppose exchange
rates are at a particular level, a small remark by a government official can
trigger an instant big change in exchange rates.
                                                          
4 Heinemann (2000) shows was that when there is large noise, the exact distribution of the noise

is important for the equilibrium outcome. When noise is small, there is always a unique equi-
librium. Note that the statement by Jorion (2002, pp. 120) �Heinemann (2000), for example,
has shown that the conclusions of Morris and Shin (1998), which are the basis for their more
recent paper, can be overturned in a more general Model.� is apparently based on misunder-
standing. Moreover, Heinemann and Illing (2002) show that this solution can be obtained as an
iterated dominance solution.
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2.2 Surprising consequences of risk constraints

A related question is how imposing risk constraints on optimizing economic
agents alters their behavior. Daníelsson and Zigrand (2003) (DZ) address this
question in a general equilibrium model. Their model is a standard general
equilibrium model, providing baseline results. They follow common modelling
practice by endowing financial institutions with their own utility functions
(such as in Basak and Shapiro, 2001). The effects of externally imposed risk
constraints are analyzed by subjecting some, but not necessarily all financial
institutions to value-at-risk (VaR) type risk constraints. While it is to be ex-
pected that a constrained general equilibrium model will generate qualitatively
different results than an unconstrained model, some of the implications of risk
constraints are quite interesting.

The benchmark DZ model is a standard two period general equilibrium model
with heterogeneous risk averse agents and noise traders. In the first period,
agents have heterogeneous random endowments of a number of risky assets as
well as a riskless asset. The risky assets provide normally distributed payoffs
in the second period. The agents are also heterogeneous in risk aversion, and
have CARA utility. The noise traders simply submit market orders. This in
turn induces trading, price formation, and a price volatility level. Note that
market clearing is assured. The benchmark economy results in first-best out-
comes and hence has no externalities that merit regulation.

DZ consider systemic crisis to be an event where the entire financial system
collapses, capturing an event where the real outputs of all assets drops to zero.
A free-riding externality induces agents to disregard the eventual effects of
their actions on the global system. The probability of a systemic crash in-
creases along with imbalances in agents risk taking. This is a stylized way of
capturing the domino effects resulting from the failure of extremely levered
financial institutions. This gives rise to externalities because market partici-
pants do not internalize this domino effect into their optimization. Their notion
of extreme risk taking increasing systemic risk is analogous to a Lucas (1978)
tree asset economy.

In theory, this formulation of systemic crises would suggest some form of
optimal regulation. DZ however focus on the general framework of the 1996
Amendment and the Basel-II proposals (VaR), and limit the amount of risk
agents are allowed to bear. Providing that these risk constraints are sufficiently
restrictive, such regulation can effectively reduce or even eliminate systemic
risk due to excessive risk taking.

Imposing Basel style constraints on the benchmark economy obviously has
real consequences on outcomes, and a detailed understanding of these secondary
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impacts is essential for the effective evaluation of the pros and cons of the
chosen regulatory structure. In the risk-constrained economy risk-sharing, risk
premia, volatility, liquidity, asset price comovement, and market clearing are
all affected. Furthermore, the tighter the constraint, the greater the impact
becomes.

Compared to the benchmark economy, market prices and liquidity will be
lower in the regulated economy with volatility and expected excess returns
higher. This is reminiscent of the effect of portfolio insurance on optimal asset
holdings found in (e.g. Grossman and Zhou, 1996; Basak and Shapiro, 1995;
Gennotte and Leland, 1990). Note that the constraint in this case is different
than in Basak (2002) explaining why his results are different.

Even if assets have independent payoffs, sufficiently binding regulations will
cause some agents to adjust their risk position by scaling down their holdings
in the risky assets, thereby introducing comovements. This effect will be most
pronounced during financial crisis, introducing the potential for an endogenous
increase in correlation. In their final result, DZ demonstrate that risk con-
straints may prevent market clearing in some circumstances. Furthermore, the
probability of markets not clearing increases with the tightness of the risk
constraint. The only way to ensure market clearing in all circumstances is to
exempt some institutions from risk constraints.

2.3 Incentives for effective risk management

Daníelsson et al. (2002) study the impact of risk based supervision on a finan-
cial institution's preference for alternative risk management systems. They
model the bank as a principal-agent relation between a bank's board of directors
(principal) and a dedicated risk manager (agent), where the bank is subject to
risk regulation. They consider two alternative categories of risk management
systems, one with fine risk monitoring and the other with coarse risk monitor-
ing. These systems are based on the IRB and standard approaches, respec-
tively.

They reach three main results. First, in the absence of regulatory supervision,
financial institutions prefer the higher quality fine system, if the direct costs of
such a system are sufficiently low. Second, the addition of regulation may
cause the financial institutions to reverse this choice, i.e. financial risk regula-
tion provides incentives for banks to implement a lower quality risk manage-
ment system than they would in the absence of regulation. Finally, when the
supervisor decides to affect the implementation of the system, he affects asset
volatility and hence introduces procyclicality.
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3 Risk is endogenous

Most, if not all, risk management models in operation are implicitly based on
the assumption that financial institutions are price takers, i.e., the financial
institution can measure the statistical properties of prices, and forecast some of
these properties, but does not influence them. From the point of view of indi-
vidual financial institutions, these assumptions are relatively innocuous, espe-
cially in times of stability. A fundamental assumption in these models is that
they are backward looking, i.e., risk is forecasted and the models designed and
tested with historical data. A good example of such methodology is value-at-
risk, (see Appendix A for more details on VaR.). Indeed, such backward
looking statistical models can provide a relatively accurate measures of risk,
especially when advanced modelling techniques are employed, explicitly ad-
dressing non-normality and non-linear dependence. In day-to-day applications,
such as pricing or hedging, assuming that prices are exogenous is typically a
simplifying assumption in the modelling process, and incorporating endogene-
ity or liquidity risk may not be of much value. In this, the risk models resemble
the old-style macro models of the 1950s and '60s, which were effectively put
to rest by economic events in the '70s and rational expectations economics.

It is however important to recognize that risk is not exogenous and that the
endogeneity appears at the worst moment, when markets are unstable or in
crisis. It is of course this property of endogenous risk that makes it so hard to
model because very few financial crisis are observed, and it is not possible to
effectively model endgogeneity with statistical methods when markets are
more stable. The nature of endogenous risk can be illustrated by real world
examples, e.g., the 1987 crash, the 1998 Russia/LTCM crisis, and the 1998
yen/dollar carry trades.

3.1 The 1987 crash

No consensus exists about the causes of the 1987 stock market crash, and sev-
eral plausible explanations have been advanced. Indeed, it is likely that several
factors contributed to the crash. It is however clear, (e.g. Brady Comission,
1988; Shiller, 1987), that a major contributory factor to the 1987 crash was the
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use of portfolio insurance for the dynamic replication of put options.5 When
the market was generally on the rise, executing these trading strategies was a
simple matter, however, when the market started falling, everybody employing
portfolio insurance had to execute similar trading strategies. Effectively, a
large number of market participants were acting as one.

According to the Brady Commission, about USD 60�90 billion was in formal
portfolio insurance, or about 3 percent of pre-crash market cap. On Oct 14
1987 (Wednesday) to Oct 16 (Friday) market decline was 10 percent, and sales
dictated by dynamic hedging, were USD 12bn. while actual sales (cash + fu-
tures), were USD 4bn., implying substantial pent up selling pressure the next
Monday.

Portfolio insurance implies using the option delta as a key part of dynamic
hedging portfolio management. When the stock price falls, delta increases, and
investors needs to either sell the stock or acquire more of the hedge to retain
the insurance. Conversely, if the stock price increases the investors would sell
the hedge and buy the stock. Therefore, portfolio insurance is a sell cheap �
buy expensive trading strategy. During the crash, portfolio insurance contrib-
uted to the formation of a vicious feedback loop between prices, volatility, and
liquidity. The recovery of the market soon after the crash implies that no fun-
damental factors were responsible.

3.2 The 1998 Russia/LTCM crisis

Endogenous risk also played a key role in the 1998 Long Term Capital Man-
agement (LTCM)/Russia crisis. A key LTCM trading strategy was carry
trades and convergence trades, for example on the run-off the run treasuries.
The success of LTCM attracted competition both from other hedge funds as
well as the proprietary trading desks of commercial banks. As a result, spreads
were narrowing, and LTCM was forced to venture into uncharted territory in
search of profitable trades. One important bet made by LTCM was volatility,
which was close to its historical high in the summer of 1998, and at its second
highest monthly volatility since the great depression, after October 1987. Con-
trary to expectations, volatility did not decline, and in late summer LTCM was

                                                          
5 The actual causes of 87 crash are still controversial. In particular, empirical studies of the crash

have met with limited success. Furthermore, Roll (1988, 1989) argues that (US) domestic ex-
planations for the crash are not valid because of the international nature of the crash, i.e., all
major markets experienced the crash at the same time. However, this argument ignores the
price dominance the U.S. equity markets have over the rest of the world. By focusing on daily
data, Roll's is affected by asymmetry in exchange opening hours, and the relative coarse
granularity is observation frequency implies that it is impossible to observe causality patterns
which are likely to happen intraday, and wash out in the daily aggregate.



Jón Daníelsson

CESifo Economic Studies, Vol. 49, 2/2003166

extremely levered. It only took a small shock, i.e. the Russian default, to trig-
ger the crisis. In a stylized scenario, whilst extremely levered, LTCM received
margin calls, forcing it to unwind leveraged trades, causing prices to drop
further, causing more distress, and more margin calls. A vicious feedback
loop was formed because of the mutually reinforcing effect of de-leveraging.
Furthermore, distress and margin calls entails increasingly short trading
horizons. Was LTCM just hugely unlucky? What is the probability of expe-
riencing the price moves seen in 1998? By looking at historical data prior to
the crisis, it looks like LTCM was hit by �a perfect storm�. However, by
analyzing this from an endogenous risk point of view, the probability of the
crisis was very high.

3.3 The Yen/Dollar carry trades in 1998

Related factors were at work in the yen/dollar crisis in 1998. Coming after the
Asian crisis, Japanese interest rates were much lower than U.S. interest rates,
while at the same time the Japanese economy was much weaker than the U.S.
economy, implying that the yen could be expected to depreciate. This suggests
a particular trading strategy, i.e., carry trades. Borrow yen at the low Japanese
interest rate, exchange them into dollars and earn the higher U.S. rates. By this
a speculator gains both on interest rate differential and the depreciation of the
yen. This trading strategy was profitable in the first half of 1998 as the yen
continued to depreciate. This situation was however unstable. A small appre-
ciation in the yen led to margin calls for some speculators who had to reverse
out of the strategy, buy yen and sell dollars leading to further appreciation of
the yen, more distress, and more margin calls. A vicious cycle was formed.

3.4 Analysis

Both the theoretical analysis and the examples presented above suggests that it
would be a folly to ignore endogenous risk. It might be relatively innocuous in
stable market conditions to assume that prices are exogenous, however, it is
important to recognize that the endogeneity of risk is always present, it is sim-
ply less visible when markets are stable. There are three main factors that de-
termine the importance of endogenous risk:

(i) Diversity of beliefs

(ii) Diversity of actions

(iii) Length of horizon (leverage, regulation)
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In normal market conditions the actions of market participants are sufficiently
diverse for risk to be effectively exogenous. It is however in a crisis situation
that price endogeneity becomes crucially important. At the onset of crisis mar-
ket participants note the increase in risk (less diversity of beliefs), and hedge
against it (less diversity of actions). At the same time risk limits and margin
calls shorten the time horizon. These factors exasperate the crisis, reinforcing
the actions of the market participants. In other words, a vicious cycle between
prices, volatility, and liquidity is established.

4 Statistical properties of market prices

In analyzing the effectiveness of risk management systems and regulatory
designs, it is important to consider the statistical properties of data generated
by financial markets, e.g. risk clustering, fat tails, and non-linear dependence.
Any risk model needs to incorporate these effects if it is to provide reliable
answers. Furthermore, given the rapid development of statistical methods for
measuring financial risk, sufficient flexibility needs to be built into the actual
regulatory methodologies.

The key problem in modelling financial risk arises because risk is a latent
process implying that it can't be measured directly, instead it has to be inferred
incorrectly from market prices. Complicating this is the fact that models have
to be designed and tested with historical data, indeed, given the need for back-
testing were statistical accuracy dictates a sufficient number of �violations�.
Backtesting a VaR model at the 99 percent significance level requires more
than 10 violations or thousand days (four years) of daily observations. Re-
serving one year for model estimation risk models implies that in general risk
models are created with data that is more than five years old. Granger and
Timmermann (2002) argue that searching for violations of market efficiency
with old data and new technology is somewhat contradictory. I suspect the
same might apply to financial risk because financial institutions are constantly
improving their risk forecast models invariably affecting prices in the process.

The main stylized facts about financial returns are risk clustering, fat tails, and
non-linear dependence.

4.1 Risk clustering

It is well known that financial returns have risk or volatility clusters, a property
exploited by the Engle (1982) ARCH model. Unfortunately, volatility clusters
are not regular, not only does the return data have long run clusters, spanning
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years or decades (see Figure A1), it also has much shorter clusters spanning
days. This implies that forecasting volatility is very imprecise, in some cases
volatility forecasts appear to be as uncertain as the underlying returns data.
Volatility models are highly dependent on the estimation horizon because the
model parameters give the steady-state to which short-term shocks revert to. It
is however in the forecasting of covariance matrices that volatility models
become much more unreliable because the only way to estimate large covari-
ance matrices is by using factor models, which effectively model the aggregate
behavior and not the dynamic interactions between two assets. In addition,
multivariate volatility analysis depends on a linear dependence, which is
known not to hold for financial data.

4.2 Fat tails

A key property of financial returns data is fat tails, implying that outliers or
extreme events are much more likely than for normally distributed data with
the same mean and variance. The difference between the actual return distri-
bution and the normal distribution is substantial. Consider, e.g., Figure 1 which
shows the daily S&P 500 return from 1929 to 2003. Superimposed on figure
are the standard errors of the data. The largest one day drop is in 1987 which is
20 standard errors (sigmas) from the mean. Under the normal distribution a 20
sigma event occurs every 4 x 1088 days. In contrast, the earth is estimated to be
about 1014 days old, and the universe 1017 days old. Similarly, a 5 sigma event
under the normal distribution happens once every 3 x 106 days or once in
10,000 years. The data sample contains about 30 5 sigma events since years.
Similar results apply to other financial data.

This suggests that methods depending on volatility, either directly, or indi-
rectly (like typical implementations of VaR) are bound to be unreliable.6

                                                          
6 Conditional volatility models do not generally perform well in forecasting the risk of extreme

outcomes.
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Figure 1

S&P-500 Index returns: 1928 to 2003 with superimposed sigma events

4.3 Non-linear dependence

The most important stylized fact about financial return data, at least from a
supervisory point of view, must be non-linear dependence. Embrechts et al.
(2000) identify three fallacies about financial data:

Fallacy 1 Marginal distributions and their correlation matrix uniquely deter-
mine the joint distribution. This is true for elliptical families, but
wrong in general.

Fallacy 2 Suppose that we have VaR (X) and VaR (Y). Is the VaR of the sum
VaR (X + Y) ≤ VaR (X) + VaR (Y)? This is true for elliptical fami-
lies, but wrong in general (noncoherence of VaR).

Fallacy 3 Small correlation of (X, Y) implies that X and X are close to being
independent. This is true for elliptical families, but wrong in gen-
eral, see Example 1.

Example 1  Suppose we have 2 countries, with risk factors X and Y, respectively.
Define the random variable Z ~ N(0,1) and the contagion generator
U ~ UNIF { }( )11+− , , Pr (U = � 1) = 1/2 = Pr (U = 1), and independent from Z.
Let X = Z ~ N (0,1) and Y = UZ ~ N (0,1).  It is clear that the two country risk
factors X and Y are uncorrelated  because Cov (X, Y) = E (XY) = E (UZ2) =
E(U)E(Z2) = 0. Hence p(X,Y) = 0. However, X and X are strongly dependent:
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with 50 percent probability comonotone, with 50 percent countermonotone
Note that X and Y are not jointly normally distributed. See Figure 2.

Figure 2

Contagion example

Financial data is in general non-linearly dependent, implying that linear meas-
ures of dependence, i.e., correlations do not show the full picture. For example,
several studies have demonstrated that dependence is much stronger in the
lower tail than in the upper tail, implying that when markets are generally
increasing some assets increase in values whilst others decrease. In contrast,
when markets are dropping, most assets fall together. As a result, correlations
overestimate diversification effects when markets are rising and underestimate
joint downside risk when markets fall.

Non-linear dependence further demonstrates the problem with relying on cor-
relations in designing stress tests. Almost regardless of the marginal distribu-
tions, if different assets are linked together by linear dependence only, there is
almost a zero probability of them falling together.

4.4 Analysis

Recently, much research on statistical risk measures has emerged, from
theoretical, empirical, and practitioner points of view. Issues such as fat tails
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and non-linear dependence are now widely understood, and risk models incorpo-
rate them whenever they can. Unfortunately, despite of all these risk modelling
techniques, accurate risk measurements are as elusive as ever. The new models
may provide accurate risk forecasts for historical data, but less so for future risk.
There are many reasons for this, e.g., increased sophistication in financial prod-
ucts and trading systems, implies that risk models are always catching up. But
the quality of risk forecasts depends very much on the risk level.

Modern models can now provide robust risk forecasts for relatively low risk
levels, such as 90 percent or 95 percent, even up to the regulatory 99 percent.
It is important to keep in mind that at a daily frequency these probabilities
correspond to the worst outcome in two-weeks, one month, and five months
respectively. From the point of view of internal risk management this may be
sufficient.

However, the fact remains that a financial institution violating its 99 percent
VaR has little bearing on its overall stability. Indeed, it is the extreme risk
levels, the once a year event, or the once a decade event, that are relevant from
a systemic risk point of view. Unfortunately, forecasting risk at those levels is
somewhat challenging.

The presence of non-linear dependence in financial data is perhaps even more
insidious than fat tails because non-linear dependence can be harder to detect
and is more difficult to model than fat tails. The implications of non-linear
dependence are however quite severe. It implies that financial institutions
underestimate the joint risk of extreme outcomes, and that supervisors may
underestimate systemic risk. Much discussion about dependence between
different assets, portfolios, or institutions focuses on correlations. Unfortu-
nately, correlations are an average concept, describing relationships in the
typical situation. Financial crises are nothing but typical. Relying on the aver-
age measurement of dependence implies under appreciating downside risk in
markets under stress. Hence, ignoring non-linear dependence provides a sense
of false security.

5 Procyclicality and Basel

The Basel Committee has adopted these assumptions whilst designing Basel-II,
in particular the idea that prices are exogenous. This implies that, banks are
price takers, able to measure prices and risk, hedge against risk, but not affect
the statistical properties of prices and risk in any way. There is, however, no a
priori reason to believe that this is correct. For example, while each bank may
be viewed as a price taker, in aggregate that is not true. If regulations make
banks behave in a more similar way than before, prices can no longer be
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viewed as exogenous, and a direct feedback loop from regulations to prices is
established.

The intuition of the theoretical models discussed above cast considerable doubt
over the validity of backward looking risk models as a regulatory tool. Sup-
pose that observations on past market prices show nothing out of the ordinary,
and as a result, risk models forecast business as usual. Furthermore suppose
that some market participants believe a crisis is imminent, and that this view is
spreading. If a sufficient number of financial institutions share this view, it
becomes rational to act on it by altering the asset mix, hedging against down-
side losses, and selling risky assets. This in turn can be sufficient to actually
trigger the crisis. In this case, backward looking risk models show nothing out
of the ordinary, while the actual probability of a market crash steadily in-
creases.

The primary causal effect is the harmonization of preferences that the crisis
brings about, and the resulting herding behavior of market participants. The
effects of this preference harmonization are especially important for volatility
and liquidity, or as stated by Committee on the Global Financial System
(1999) in the �five guiding principles for the design of deep and liquid mar-
kets� including �heterogeneity of market participants�.

5.1 Other views on Basel-II

The complexity of the Basel-II is e.g. addressed by the General Manager of the
BIS:

�To the criticism of complexity, there are two answers. First,
banking itself has become more complex. ... The second answer
is that, for banks with straightforward business models and non-
complex loan portfolios, the new accord really adds very little in
the way of complexity.� (Crockett, 2002)

Other supervisors appear to disagree with this view:

�I have consistently expressed profound concern about the level
of detail and specificity of the Basel proposal. In my view, the
complexity generated in Basel-II goes well beyond what is rea-
sonably needed to implement sensible capital regulation.�
(Hawke, 2003; Comptroller of the Currency)

These arguments for procyclicality are of course controversial. While I am not
aware of many studies arguing that these arguments are wrong, some opposing



On the Feasibility of Risk Based Regulation

CESifo Economic Studies, Vol. 49, 2/2003 173

views have been expressed. Within the academic community Jorion (2002)
states:

�The �vicious circle� argument for market risk charges, however,
is being generalized to credit risk as a criticism of any risk-
sensitive capital requirements. We should also note, however,
that such criticisms fail to offer plausible alternatives. The his-
tory of failures in banking systems and enormous costs on the
economy provides a powerful rationale for regulation. Having no
capital requirement at all is not realistic.� (Jorion, 2002)

At least two supervisors have expressed their disagreement with analysis of the
type presented above:

�First, the sophistication and structure of risk-management mod-
els vary widely. This point applies with full force to value-at-risk
models in use at commercial banks, an area the Federal Reserve
has some knowledge of through our supervisory oversight. Our
examiners have observed that banks implement a common ob-
jective-measuring the value-at-risk of the bank's trading account
in highly diverse ways. Given their early stage of development
and the diversity with which they are implemented, the use of
these models does not seem likely to create herding behavior.

Second, other sources of diversity exist among financial firms,
including differences in risk appetites, customer bases, and
product lines. These additional sources of variation create con-
siderable heterogeneity in financial firms' trading strategies, in
their risk-taking, and in how they respond to market shocks.

Finally, ... risk models are never likely to be the dominant driver
of the actions of financial firms and are therefore unlikely to
generate significant herding behavior.� (Ferguson, 2002; Vice
Chairman of the Board of Governors of the Federal Reserve
System)

�A second criticism is that the new accord might reinforce pro-
cyclicality in financial behaviour. ... A first point to make in re-
sponse to this criticism is that procyclical behaviour of this type
is endemic to financial systems, and not simply the result of
regulatory requirements. Of course, it is important that regula-
tion does not inadvertently amplify the economic cycle. Several
approaches can help here, and have been incorporated by the
Basel Committee. Firstly, it can be made clear that minimum
capital requirements are just that � minimum requirements. ...
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Second, capital requirements under Pillar I of the accord should
not be applied blindly or mechanically. ... Third, it is desirable to
use measures of credit risk that are not excessively vulnerable to
short-term revisions.� (Crockett, 2003; The General Manager of
the Bank for International Settlements

These responses fall roughly into three categories. Jorion argues that Basel-II
is better than having no regulation, while Ferguson refers to Fed evidence of
banks being really heterogeneous, and stating that risk models are not all that
important anyway, a view echoed by Crockett who argues that Basel-II only
specifies minimum capital, and that intelligent implementations and risk meas-
urements have already been incorporated by the Basel Committee. Of these
comments, only Ferguson provides any tangible evidence when he refers to the
experience of Federal Reserve bank examiners.

It would be much better if more concrete evidence against the procyclicality
argument was available, perhaps financial economic research or statistical
evidence. Unfortunately, the supervisors have not done so yet, casting some
doubt on their criticism of procyclicality.

Indeed, I remain unconvinced by statements such as

�Overall, it is fair to conclude that there is no evidence to sup-
port the assertion that VaR-based risk management systems de-
stabilize the financial system.� (Jorion, 2002)

that are not backed up by any hard evidence.

5.2 Stress testing

The potential for procyclicality is downplayed by the Basel Committee (2002)
when it states that �To help address potential concerns about the cyclicality of
the IRB approaches� banks should perform stress testing. Furthermore,
Berkowitz and O'Brien (2002) studies the correlations of daily trading rev-
enues for a group of six US commercial banks, and find it to be 12 percent on
average for January 1998 to March 2000, suggesting that on average there is
considerable heterogeneity in trading strategies.

This, however, misses the point, the focus is still on the institution level risk,
and feedback effects are disregarded. Correlations are an average concept, and
say little about dependence in times the crisis. Institution level stress testing
does not address the core of the problem of endogenous risk or procyclicality.
Ideally, the supervisors should run systemwide stress tests. This has been con-
sidered by the CGFS, but ultimately dismissed, �The group concluded that,
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under ideal circumstances, aggregate stress tests could potentially provide
useful information in a number of areas. ... However, the group also noted that
it is as yet unclear whether such ideal circumstances prevail.� Committee on
the Global Financial System (2000).

Related is the question of effectiveness of stress tests, even the absence of
endogenous risk. A common practice is to use some heavy tailed data (heavy
tailed marginal distributions) and implement dependence by using correlation
matrices. Unfortunately, almost regardless of the correlation coefficient and
tail fatness, the probability of a joint extreme drop is very low. It is essential to
incorporate non-linear dependence in the design of stress tests to effectively
capture the joint extreme price drops across assets observed in market crashes.
This is still very uncommon and  supervisors have been silent on this issue.

6 Conclusion

New research argues that Basel-II might have far reaching and unexpected
economic implications. Of these, the most important is the potential of Basel-II
to introduce procyclicality and endogenous feedback loops between prices,
volatility, and liquidity. In particular, Basel-II may perversely amplify the
riskiness of the financial system, by increasing the frequency and depth of
financial crisis.

We simply do not know enough about the nature of risk, be it from a theoreti-
cal or empirical parts of view, for us to be able to create an effective regulatory
mechanism. Given evidence that the Basel-II cure might be worse for the pa-
tient than the decease, it is incumbent upon the Basel Committee to properly
address those issues. Either the procyclicality argument is proven wrong, or
endogenous risk should be explicitly modelled and incorporated in Basel-II.
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Appendix A    Statistical risk models

The primary statistical tool for measuring market risk is value-at-risk (VaR).
The reasons for the popularity of VaR are many, but two are the most impor-
tant. First, it is specified by regulators (Basel Committee, 1996). Second, of
possible risk measures, it has the largest set of desirable properties. In particu-
lar, since volatility is a very imperfect measure of risk due to its dependence on
normality for interpretation, VaR is perhaps the easiest of the distribution in-
dependent risk measures to implement. The former definition of VaR is:

dx)x(Fp
VaR
∫ ∞−=

Where p is a probability level, typically 1 percent f(x) is the pdf of profit and
loss.  Graphically, this can be shown graphically by Figure A1.

Figure 1

VaR and profit and loss distribution
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In general, the pdf of profit and loss is estimated by statistical methods only
using historical values of the assets. The Basel regulations require at least one
year of daily data in the estimation, and most national supervisors do not allow
banks to use more than one year. For details on VaR, especially the pros and
cons, see e.g. Daníelsson (2002).



Towards a Macroprudential Framework for Financial
Supervision and Regulation?

Claudio Borio∗

Abstract: Over the last decade or so, addressing financial instability has risen to the
top of the policy agenda. This essay argues that in order to improve the safeguards
against financial instability, it may be desirable to strengthen further the macropru-
dential orientation of current prudential frameworks, a process that is already under
way. The essay defines, compares and contrasts the macro- and microprudential di-
mensions that inevitably coexist in financial regulatory and supervisory arrangements,
examines the nature of financial instability against this background and draws conclu-
sions about the broad outline of desirable policy efforts.(JEL G2)

“Words, like nature, half reveal
and half conceal the soul within”

Alfred Lord Tennyson

“When I use a word... it just means
what I choose it to mean – neither
more, nor less”
Humpty Dumpty

1 Introduction1

Financial instability may not necessarily be here to stay. But it has been suffi-
ciently prominent over the last couple of decades to rise, slowly but surely, to
the top of the international policy agenda. The sizeable economic costs of
financial crises in industrial and emerging market countries could not be ig-
nored.

Banking supervisors were used to a quiet life in the (largely) financially re-
pressed systems that emerged in the postwar period. They have been much
busier of late. Bankhaus Herstatt failed in 1974. Few could have imagined then
that this would mark the beginning of a long journey in ever closer and wider
international cooperation among prudential authorities. Now, some 30 years
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on, efforts to upgrade bank capital standards are grabbing the headlines
worldwide. They have even become an issue in electoral campaigns.

These efforts are part of a broader challenge: strengthening the safeguards
against financial instability. The basic question is how best this should be done.

The answer ultimately depends on how we think of financial instability, of its
ultimate causes and implications. Events have forced many of us to go back to
basics; to question assumptions we once took for granted. The debate has been
rich and has furthered our understanding greatly. Even so, having lost some
trusted “points of reference” we are still searching for new ones.

This essay will argue that we can get a bit closer to the right answers by ex-
ploring the implications of an ungainly word, increasingly used but still look-
ing for a precise meaning. The word is “macroprudential”. The thesis is that to
improve further the lines of defence against financial instability we should
strengthen the macroprudential orientation of the regulatory and supervisory
framework.

In fact, the process is well under way. Friedman once said: “We are all
Keynesians now”.2 One could equally well say: “We are all (to some extent)
macroprudentialists now”- to coin another clumsy word. The shift in perspec-
tive has been remarkable over the last few years. And it is likely that it will
continue.

We might be moving towards the right answers. But this essay will raise still
more questions. The intention is to use the “macroprudential” perspective as a
kind of looking glass, to put old issues into a new focus. Once that is done,
however, more questions will emerge.

The outline of the essay is the following. Section 2 defines terms and concepts:
what is meant by a “macroprudential” perspective? Section 3 will argue that
this perspective is useful to understand financial instability. Section 4 moves
from diagnosis to remedies, and argues that the macroprudential perspective
can also be helpful in identifying broad sets of policy responses. Finally, some
conclusions are drawn.

                                                          
2 Quoted in Samuelson (1973).
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2 The micro- and macroprudential dimensions defined3

2.1 Definitions

Shades of grey are best appreciated when set against their two primitive com-
ponents, black and white. Likewise, it is especially helpful to define the micro-
and macroprudential perspectives in such a way as to sharpen the distinction
between the two. So defined, by analogy with black and white, the macro- and
microprudential souls would normally coexist in the more natural shades of
grey of regulatory and supervisory arrangements.

As defined here, the macro and microprudential perspectives differ in terms of
objectives and the model used to describe risk (Table 1).

Table 1

The macro- and microprudential perspectives compared

Macroprudential Microprudential

Proximate objective limit financial system-wide
distress

limit distress of individual
institutions

Ultimate objective avoid output (GDP) costs consumer (inves-
tor/depositor) protection

Model of risk (in part) endogenous exogenous

Correlations and com-
mon exposures
across institutions

important irrelevant

Calibration of pruden-
tial controls

in terms of system-wide
distress; top-down

in terms of risks of indi-
vidual institutions; bottom-
up

The objective of a macroprudential approach is to limit the risk of episodes of
financial distress with significant losses in terms of the real output for the
economy as a whole. That of the microprudential approach is to limit the risk
of episodes of financial distress at individual institutions, regardless of their
impact on the overall economy.

                                                          
3 Previous statements of the distinction between the macro- and microprudential perspectives

can be found in Crockett (2000a) and (2001a). Borio et al. (2001) apply the distinction to the
analysis of capital standards. Tsatsaronis (2002) provides a more in-depth, complementary
analysis of these issues.
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So defined, the objective of the macroprudential approach falls squarely within
the macroeconomic tradition. That of its microprudential counterpart is best
rationalised in terms of consumer (depositor or investor) protection.4

To highlight the distinction between the two, it is useful to draw an analogy
with a portfolio of securities. For the moment, think of these as the financial
institutions in an economy. Assume, further, that there is a (monotonically)
increasing relationship between the losses on this portfolio and the costs to the
real economy. The macroprudential approach would then care about the tail
losses on the portfolio as a whole; its microprudential counterpart would care
equally about the tail losses on each of the component securities.

The implications for the setting of prudential controls are straightforward.
The macroprudential approach is top-down. It first sets the relevant threshold
of acceptable tail losses for the portfolio as a whole. It then calibrates the pru-
dential controls on the basis of the marginal contribution of each security to the
relevant measure of portfolio risk. As portfolio allocation theory teaches us,
correlations5 across securities, and the distinction between systematic and
idiosyncratic risk, are of the essence. By contrast, the microprudential ap-
proach is bottom-up. It sets prudential controls in relation to the risk of each
individual security. The result for the overall portfolio arises purely as a con-
sequence of aggregation. Correlations across securities are ignored.6

Next, consider the model used to describe risk. The macroprudential perspec-
tive assumes that risk is in part endogenous with respect to the behaviour of
the financial system; the microprudential approach assumes that it is exoge-
nous.

The analogy can be helpful here too. In finance theory, we are used to thinking
that the risk of a portfolio depends on some exogenous risk factors. The mac-
roprudential approach assumes that these risk factors are in part endogenous

                                                          
4 This view of prudential policy is formalised in Dewatripont and Tirole (1993).
5 The term “correlation” is used loosely here. For the purpose at hand, tail interdependence is

more suitable. When returns cannot be accurately described by multivariate normal distribu-
tions, the difference can be important, as correlations are too restrictive. See Embrechts et al
(1999).

6 Obviously, this analogy has its limitations. In particular, the monotonic relationship assumes
that the marginal contribution of each financial institution to the macro risk of distress (losses)
is the same, regardless of its specific characteristics. For instance, there is no distinction be-
tween banks and non-banks at this level of abstraction. And the analogy glosses over the dis-
tinction between institutions and markets. Clearly, any rigorous theoretical analysis would need
to address these issues. For this reason, taking the analysis one step further, Tsatsaronis (2002)
prefers to focus on the more basic notion of “intermediation capacity”. He sees this as reflect-
ing the ability of financial arrangements to channel funds from savers to investors, overcoming
the problems arising from asymmetric information, and to allocate and absorb risk. Borio
(2000) argues that the functional distinction between markets and institutions can easily be
overstated.
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with respect to the characteristics of the portfolio. By contrast, the micropru-
dential approach assumes that risk can be taken as exogenous. In fact, its
analysis is squarely in the tradition of partial equilibrium. The focus on the risk
profile of individual securities (read institutions) justifies the choice.7

Moreover, since the macroprudential approach measures risk in terms of the
dispersion of an economy’s output, it also recognises that the financial system
has first-order effects on it. These effects are ignored in the microprudential
perspective.

A microprudentialist would argue that for a financial system to be sound it is
necessary and sufficient that each individual institution is sound. A macropru-
dentialist would take issue with this. To him, it would not be necessary: the
output costs of financial stress at individual institutions, or even groups of
institutions, banks or otherwise, need not be large enough. More subtly, he
would not regard it as sufficient either. This would depend on how soundness
was pursued. In his view, a macroprudential approach would have a better
chance of securing financial stability and, thereby, of making also individual
institutions safer. The approach could help in the identification of vulnerabilities
and in designing appropriate policy responses.

As argued below, this has to do with the nature of financial instability, and
hence with the role of risk perceptions and incentives. The endogeneity of risk
comes into its own here. At this point, however, let’s just pick an illustration
that brings out the difference in perspectives most starkly.

By taking risk as exogenous, it would not be possible for a microprudentialist
to conceive of situations in which what was rational, even compelling, for an
individual institution could result in undesirable aggregate outcomes. A macro-
prudentialist would find this possibility natural. For example, it could make
sense for a financial firm to tighten its risk limits and take a defensive stance in
the face of higher risk. But if all did that, each of them could end up worse off.
Tightening credit standards and liquidating positions could precipitate further
financial stress and asset price declines. Risk would thereby increase.

                                                          
7 Put differently, a microprudential researcher would focus on games against nature. Na-

ture throws the dice and determines the risk characteristics of an economy. The only issue is
how this risk is sliced and distributed. Moreover, strictly speaking, he would be concerned only
with single-player games. A macroprudential researcher would focus on games among eco-
nomic agents. The outcome would determine the level of aggregate risk.
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2.2 From definitions to actual practices

How do current prudential frameworks compare against this stark macro-micro
distinction? It is easy to see that the two souls coexist to varying degrees.
Some differences may reflect historical and institutional aspects, including
whether prudential powers are located with central banks or separate agencies.
Others depend on whether we focus on objectives or on the means through
which those objectives are pursued.

Take the micro elements first. Prudential standards are generally calibrated
with respect to the risks incurred by individual institutions, the hallmark of a
microprudential approach. The widespread use of peer group analysis in as-
sessing risk is micro too. The benchmark here is the average performance of
institutions, regardless of what this implies in the aggregate. And micropru-
dential is also a certain reluctance to contemplate adjustments in standards or
the intensity of supervision that would internalise macroeconomic conse-
quences. Recall, for instance, the differences of opinion between the Federal
Reserve and the Office of the Controller of the Currency in the United States
during the “headwinds” of the early 1990s. At the time, the Fed was concerned
about the implications for overall risk of a tightening of supervisory standards
with respect to real estate exposures pursued by the other supervisory agency.

Next, consider the macro elements. Prudential authorities for banks often list
among their objectives preventing systemic risk, even though the notion is
vague enough to accommodate goals that could fall short of a macro approach:
not all situations where systemic risk is invoked need involve potentially sig-
nificant costs for the real economy. Likewise, it is not unusual for the intensity
of supervision to be tailored to the size and complexity of institutions, which
may match, by design or incidentally, their systemic significance. And the
monitoring of risk goes well beyond peer group analysis. It routinely looks at
aspects such as concentration of exposures across institutions and vulnerabilities
to common shocks, like those associated with asset prices, sectoral, regional or
macroeconomic developments.

3 Financial instability: From micro to macro

Which elements predominate is very much in the eye of the beholder. From a
policy perspective, however, what matters is the balance between the two.
Arguably, there are good reasons why we should strengthen further the macro-
prudential orientation of the framework.

At least three reasons spring to mind. First, in some important respects, the
macroprudential objective actually subsumes the rationale for its micropru-
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dential counterpart. Second, as a result of a better balance between market and
official discipline, strengthening the macroprudential orientation holds out the
promise of better economic performance. Third, and more subtly, the nature of
financial instability is such that a strict microprudential approach is less likely
to deliver a safe and sound financial system. Take each in turn.

3.1 Reason 1: High costs of financial instability

The output costs of financial instability can be very large and their incidence
widely felt. Even acknowledging measurement difficulties, studies indicate
that the costs of banking crises can easily run into double digits of GDP.8 Out-
put and growth opportunities are forgone. Severe financial distress can numb
the effectiveness of standard macroeconomic tools, such as monetary and fis-
cal policies. Among industrial countries, Japan vividly illustrates this point.
And the very social fabric of society can come under strain. The experience in
a number of emerging market countries is telling.

Put bluntly, if the microprudential objective is rationalised in terms of depositor
protection, there is a sense in which its macroprudential counterpart subsumes it.
For the macroprudential objective is couched in terms of the size of the losses
incurred by economic agents, regardless of which hat they happen to wear. In
particular, even in those cases where depositor protection schemes may insu-
late depositors from direct losses, they cannot spare them the indirect, and
more insidious, pain of widespread financial distress as citizens of a country.

3.2 Reason 2: Balance between market and policy-induced discipline

Since a microprudential approach seeks to limit the failure of each institution,
regardless of its systemic consequences, it is arguably more likely to result in
an overly protective regulatory and supervisory framework. Any failure, no
matter how unimportant for the economy, could seriously damage the reputa-
tion of supervisors. The risk is that market forces may be stifled excessively.
Resources can be misallocated and growth opportunities forgone. If taken too
far, and underpinned by overly generous safety net arrangements, a micropru-
dential approach could even undermine the very objective it is supposed to

                                                          
8 See, for instance, Hoggarth and Saporta (2001), who measure costs in terms of output forgone,

and the references therein.
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attain. It is well known that numbed incentives to monitor and limit risk can
ultimately generate costly instability - the so-called moral hazard problem.9

This does not mean that depositor protection schemes are undesirable. Far
from it. Limited schemes can act as effective pre-commitment mechanisms. By
limiting the incidence of losses on the more vulnerable segments of society,
they can relieve political economy pressures to “bail out” institutions.10 By the
same token, they can facilitate a more discriminating attitude towards the
resolution of financial distress and thereby underpin a shift towards a macro-
prudential orientation. The point is that the pursuit of depositor protection
objectives is best done through a combination of a macroprudential orientation
and more targeted protection schemes.

3.3 Reason 3: Nature of financial instability

While a commonly held view of systemic risk suggests that financial stability
can be secured through a microprudential approach, an analysis of the origin of
financial crises with significant macroeconomic costs suggests that a macro-
prudential perspective is important. This analysis also reveals certain peculiar
characteristics of risk perceptions that hold clues about possible policy re-
sponses. The distinction between the cross-sectional and time dimension of
risk, especially system-wide risk, is crucial here. In addition, incentives play an
important role. It is worth elaborating on these points in some detail.

Two views of systemic risk

The commonly held view of systemic risk that limits the tension between the
micro- and macroprudential perspectives combines three ingredients.11 First,
and most importantly, it tends to see widespread financial distress as arising
                                                          
9 For instance, if ill-designed, a safety net can address one cause of instability, generalised

liquidity crises, by generating another, namely slower-moving solvency crises.
10 Note that this rationalisation of deposit insurance schemes is rather different from the one

normally found in the literature. It recognises that, in modern economies, it is “runs” by so-
phisticated creditors, typically exempt from insurance, that can precipitate a crisis, especially
through the inter bank market. And it sees discretionary emergency liquidity assistance as a
better instrument than deposit insurance to deal with liquidity crises, since it does not afford
unconditional protection in the case of failure to achieve that goal. At the same time, deposit
protection schemes can be useful precisely in cases of insolvency, by shielding supervisors
from public pressure to bail out institutions, thereby lending credibility to the threat of a more
discriminating resolution of the insolvency.

11 This view, in fact, is a mixture of various elements stressed by somewhat different strands of
thought. It is supposed to capture a general intellectual atmosphere that has permeated much of
the thinking on systemic risk.
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primarily from the failure of individual institutions. The failure then spreads,
through a variety of contagion mechanisms, to the financial system more gen-
erally. Interlinkages through balance sheets and overreactions driven by imper-
fect information are seen as key channels. Second, it tends to treat risk as en-
dogenous in terms of the amplification mechanisms, but not with respect to the
original shock, which is seen as exogenous. Third, this often goes hand in
hand with a rather static view of instability. In other words, for a variety of
reasons, the financial system is seen as initially vulnerable; suddenly, a shock
occurs, which is then amplified by the endogenous response of market partici-
pants. There is no role for the factors underlying the build-up of the vulner-
ability in the first place. Finally, in many models, structurally illiquid portfo-
lios are the key source of vulnerability and amplification. Liquid liabilities, and
the threat of deposit runs, play a key role.

This view has an impeccable intellectual pedigree. Some of its more formal
elements go back at least to the canonical model of systemic risk of Diamond
and Dybvig (1983).12 This view permeates much of the literature on systemic
risk that focuses on domino effects, as exemplified in the well known review
article by Kaufman (1994). And it has also influenced much of the thinking in
the policy community.13

There is little doubt that systemic risk can arise from processes of this kind.
Failures that result from mismanagement at individual institutions are the most
obvious examples. In this case, exposures through payment and settlement
systems and the inter bank market more generally are key channels of trans-
mission.14 Possible instances may include, for example, Herstatt, Drexel Burn-
ham Lambert, BCCI and Barings, just to quote a few. In these cases, idiosyn-
cratic factors have the potential to become systemic through the web of con-
tractual, informational and psychological links that keeps the financial system
together. By now, we understand these processes reasonably well.

But the significance of such instances pales in comparison with that of the
cases where systemic risk arises primarily through common exposures to macro-
economic risk factors across institutions. It is this type of financial distress that

                                                          
12 Santos (2000) reviews part of this literature and its relationship to bank regulation and minimum

capital requirements in particular. De Bandt and Hartmann (2000) provide a more general sur-
vey of systemic risk and Davis (1995) a broader overview of the literature on financial in-
stability.

13 See, for instance, ECSC (1992).
14 For the link between systemic risk and the interbank market, see in particular Rochet and

Tirole (1996a). For a review of systemic risk in payment and settlement systems, see, for in-
stance, Borio and Van den Bergh (1993) and references therein, as well as the many publica-
tions of the Committee on Payment and Settlement Systems on the BIS website. In the same
spirit, Furfine (1999) examines the scope for contagion through Fedwire in the United States.
See also Rochet and Tirole (1996b).
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carries the more significant and longer-lasting real costs. And it is this type
that underlies most of the major crises experienced around the globe.
By comparison with the canonical model of systemic risk, these processes are
still poorly understood.

Financial crises of this type can differ in many respects. The precise configur-
ation of vulnerabilities varies, including whether they are primarily located
among private or public sector borrowers, the relative role of domestic and
cross-border exposures, and the importance of foreign currency mismatches.
The precise triggers and hence timing are essentially unpredictable. And the
main forces behind the crises can either be domestic or foreign.

Even so, beyond these differences, behind many such episodes a fairly com-
mon, if highly stylised, pattern can be detected. Generally, there is first of all a
build-up phase. This is normally characterised by booming economic condi-
tions, benign risk assessments, a weakening of external financing constraints,
notably access to credit, and buoyant asset prices (Figure 1).15 The economy
may be perceived as being on a permanently higher expansion path. This con-
figuration promotes and masks the accumulation of real and financial imbal-
ances; the system becomes overstretched. At some point, the process goes into
reverse. The unpredictable trigger can reside either in the financial sphere (e.g.
an asset price correction) or in the real economy (e.g. a spontaneous unwinding
of an investment boom). If the system has failed to build up enough buffers
and the contraction goes far enough, a financial crisis can erupt. Ex post, a
financial cycle, closely intertwined with the business cycle, is evident.16

It is not difficult to detect elements of this kind behind many of the severe
financial crises in industrial and emerging market countries since at least the
1980s. These include several of the banking crises in Latin America in the
1980s and early 1990s, the crises in East Asia later in the decade, those in the
Nordic countries in the late 1980s-early 1990s and the more prolonged one in
Japan. Moreover, even if no major crisis broke out, countries such as the
United States, the United Kingdom and Australia also experienced strains in
their financial systems in the early 1990s following similar patterns.

                                                          
15 The relationship between credit and asset prices is investigated econometrically in, for in-

stance, Borio et al. (1994) and Hofmann (2001); its theoretical underpinnings have received re-
newed attention in recent years (e.g. Bernanke at al., 1999, Kiyotaki and Moore, 1997 and, in a
different vein, Allen and Gale, 2000). More generally, the role of credit booms in the build-up
of financial crises is widely recognised (e.g. Honohan, 1997, Gourinchas et al., 2001 and
Eichengreen and Arteta, 2000). Of course, the roles of credit and asset prices in the context of
boom-bust financial cycles have a long tradition (e.g. Kindleberger, 1996 and Minsky, 1982)
and history (e.g. Goodhart and De Largy, 1999 and Kent and D’Arcy, 2001).

16 Mechanisms of this sort are also at work in episodes of market stress, which may or may not
have serious macroeconomic consequences (e.g. Borio, 2000).
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Figure 1

Real aggregate asset prices and credit

By comparison with many canonical models of systemic risk, three key differ-
ences stand out. First, it is not possible to understand the crises unless we under-
stand how vulnerabilities build up over time. This requires an understanding of
the mutually reinforcing dynamic interaction between the financial and the real
economy, and not just in the unfolding of financial stress but, importantly, as
risk builds up. What we need is a proper theory of business fluctuations that
merges financial and real factors. The triggering shock is, in fact, the least
interesting aspect of the story. The boom sows the seeds of the subsequent
bust. To an important extent, risk is endogenous. Second, it is not so much
contagion from individual failures but common exposures to the same risk
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factors that explain the crisis.17 Third, much of the action is on the asset side of
balance sheets as opposed to the liability side. It is on the asset side that the
exposures build up and the underlying changes in valuation originate.
The liability side can play a role primarily in the precise unfolding of the crisis,
as it can affect the abruptness and virulence with which asset side adjustments
are enforced. For instance, the foreign currency external financing constraint is
critical for emerging market countries. But it is the deterioration in asset qual-
ity that fundamentally drives the process.18 This is all the more so given the
willingness to socialise losses in our time.19

The role of risk perceptions

If we look at the genesis of the crises more closely we will find another curious
feature. Indicators of risk perceptions tend to decline during the upswing and,
in some cases, to be lowest close to the peak of the financial cycle. But this is
precisely the point where, with hindsight at least, we can tell that risk was
greatest. During the upswing, asset prices are buoyant, risk spreads narrow and
provisions decline. They clearly behave as if risk fell in booms and rose in

                                                          
17 Note that, for any given set of institutions, common exposures to risk factors arise from two

sources. First, directly, from the exposure of these institutions to economic agents outside this
set. Second, indirectly, from exposures to each other (the interlocking aspect). In practice, it is
arguably the former that has played the main role in widespread crises with macroeconomic
consequences. See Elsinger et al. (2002) for an interesting approach that can be used to shed
evidence on this question and for some corroborating evidence in the case of the Austrian
banking system.

18 There is a strand of the literature on financial crises in open economies that can be seen as a
natural extension of the contrasting paradigms discussed here. Thus, a number of authors have
stressed the role of external liabilities and self-fulfilling runs (e.g. Chang and Velasco, 1998
and Sachs and Radelet, 1998) while others have stressed fundamental vulnerabilities. Among
the latter, and in contrast to the analysis developed here, ex ante distortions associated with im-
plicit government guarantees have tended to play a key role (e.g. Corsetti et al., 1999). Corsetti
(1998) reviews some of the recent literature on this.

19 A number of academics have recently been developing notions of systemic risk that are closer
to the one put forward in this essay. What might be called the emerging “LSE school” stresses
the endogeneity of risk (e.g. Danielsson et al., 2001, Danielsson et al., 2002) and the time di-
mension of risk (Goodhart and Danielsson, 2001). Acharya (2001) focuses on common exposures
and the asset side of balance sheets. Hellwig (1995, 1998), has for a long time emphasised the
need for a system-wide, general equilibrium approach, but within a static framework and a fo-
cus on interest rate risk as the key driver of credit risk too. Work that extends the Diamond and
Dybvig-type models to link bank run equilibria to economic fundamentals, not least in the
context of differential information, can also be seen as a step in the direction of a more macro-
prudential notion of systemic risk, as defined here (e.g. Morris and Shin, 1998, Zhu, 2001).
And for some time now, a number of authors have noted the importance in deteriorating fun-
damentals as a cause of financial crises; see e.g. Gorton (1988) and Calomiris and Gorton
(1991).
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recessions. And yet, there is a sense in which risk rises in booms, as imbal-
ances build up, and materialises in recessions, as they unwind.20

This observation points to a fundamental distinction between the dimensions
of risk. We all seem to be better equipped to measure the cross-sectional than
the time dimension of risk. And we find it especially difficult to measure how
the absolute level of systematic (system-wide) risk evolves over time.21 It is no
coincidence, for instance, that rating agencies pay particular attention to the
relative riskiness of borrowers or instruments.22 Nor, indeed, that much of the
extisting literature on the effectiveness of market discipline is of a cross-
sectional nature.23 By the same token, one could argue that the Achilles heel of
markets may not be so much indiscriminate reactions to idiosyncratic prob-
lems but rather preventing the build-up of generalised overextension. This is
why there is much mileage to be gained by focusing not so much on contagion
but on common exposures.

The role of incentives

And risk measurement is only part of the story. Another important aspect has
to do with incentives. The key problem here is the wedge between individual
rationality and desirable aggregate outcomes. We are all very familiar with the
arguments here. Notions such as “prisoner’s dilemma”, “coordination failures”
and “herding” spring to mind.24 Just a few specific examples: would it be rea-
sonable to expect a bank manager to trade off a sure loss of market share in a
boom against the distant hope of regaining it in a future potential slump? Or to
adopt less procyclical measures of risk on the grounds that if others adopted
them as well a crisis might be less likely? Or to fail to tighten credit standards
or liquidate positions only because, if everyone else did the same, the depth of
a recession could be mitigated? Policy responses will need to keep this tension
in perspectives very much in mind.

                                                          
20 There are a number of ways in which this statement can be rationalised or made more precise.

The most intuitive states that the signs of possible financial imbalances in the upswing lead to a
rise in the uncertainty regarding future outcomes. The boom might indeed be sustainable, but
“tail losses” are also higher. See Lowe (2002) in particular. More formal rationalisations are
also suggested in Borio et al. (2001).

21 See, initially, Crockett (2000b) or Borio and Crockett (2000) and BIS (2001a). A detailed
discussion of this point can be found in Borio et al. (2001). See also Goodhart and Danielsson
(2001).

22 See Cantor (2002).
23 A careful reading of the well known survey article on market discipline by Flannery (1998)

makes this abundantly clear.
24 Borio et al. (2001) provide a discussion of these issues. See also Goodhart and Danielsson

(2001) for an elaboration closely linked to the problems of risk measurement.
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Bounded rationality and distorting government intervention?

Thus, a combination of risk perceptions that fall short of a tall order and dis-
torting incentive wedges seem to underlie much of the financial instability that
we see. And importantly, it would not seem necessary to rely on either
bounded rationality - appealing as this may be to careful observers of human
nature - or misguided government intervention to explain the economic proc-
esses at work.

Ultimately, it might be possible convincingly to rationalise the observed insta-
bility by building rigorous frameworks starting from the inevitably imperfect
and hence differential information that characterises all human interactions.
Consider just a few examples. Recent research indicates that rational departures
of asset values from fundamentals can be sustained given short horizons of
agents and differential information (lack of “common knowledge”).25 And
those short horizons can be justified on the basis of contractual arrangements
that reflect conflicting incentives and differential information between sup-
pliers of funds, on the one hand, and users or managers of those funds, on the
other (“principal/agent problems”). The same can be said of the asymmetric
nature of booms and busts. For instance, short selling constraints may make
positive departures from fundamentals more likely than negative ones,26 while
the natural asymmetries linked to financing constraints and hence balance
sheet weakness, together with capital overhangs, could explain the specific
characteristics of the busts. And, of course, it is precisely imperfect informa-
tion that can best explain the presence of such short selling/financing con-
straints, notably reflecting concerns with counterparty/credit risk, and limits to
arbitrage more generally.27

For much the same reasons, there is a risk of attaching too high a weight to
distorting government intervention as the root cause of financial instability.
This is not to deny that, as already noted, the “moral hazard” problem associ-
ated with mispriced (explicit or implicit) government guarantees can unwit-
tingly contribute, and often has contributed, to instability. After all, one of the
objectives of strengthening the macroprudential orientation of the prudential
framework is precisely to reduce the scope of such subsidies. Rather, the point

                                                          
25 See e.g. Allen and Gale (2000), Allen et al. (2003) and Abreu and Brunnermeier (2003). See

also Froot et al. (1992) for an example of the implications of short horizons for asset pricing in
the context of rational speculation.

26 See e.g. Carey (1990).
27 It is well known that asymmetric information (including ex post non-verifiability by a third

party) is essential to explain financing frictions of the kind relevant here; see, e.g. Hart and
Holmström (1988), Gertler (1988), Hart (1995) and Bernanke et al. (1999) for surveys of vari-
ous aspects of what has become a rather fragmented field of inquiry. See also Schleifer and
Vishny (1997) on the limits of arbitrage more generally.



Towards a Macroprudential Framework for Financial Supervision and Regulation?

CESifo Economic Studies, Vol. 49, 2/2003 195

is that both logically and historically the causes of financial instability precede
government intervention. Logically, as noted, differential information and
distorted incentives are sufficient to generate instability. Indeed, the original
notion of moral hazard is linked to this more general imperfect information
inherent in economic relationships. And historically, financial instability pre-
dates extensive government intervention in the economy.28 In fact, it was the
widespread financial instability of the inter war years that largely prompted the
establishment of extensive safety nets and prudential frameworks.29

4 From diagnosis to remedies

So much for definitions and diagnosis. But what about policy responses? It is
here that question marks find their preferred habitat. Given our state of
knowledge, it is at best possible to sketch out broad directions for change
rather than to identify concrete proposals.

In that spirit, what follows highlights a few key issues. In keeping with the
previous analysis, it considers the cross-sectional and time dimensions of risk
in turn, although much of the discussion focuses on the time dimension.

4.1 The cross-sectional dimension

Three specific questions stand out when considering the cross-sectional dimen-
sion of risk. What should be the scope of the prudential framework?
How should standards be calibrated? What are the implications of size?

A macroprudential approach suggests that the scope of the prudential frame-
work should be rather broad. The capacity to intermediate funds and allocate
risks, thereby sustaining economic activity, is key (Tsatsaronis, 2002). To
varying degrees, all financial institutions perform this function. In fact, mar-
kets as well as institutions do so.30 At the same time, it is still the case that
certain institutions, because of their specific function, may be more relevant
than others. For instance, the role of “banks” as suppliers of liquidity services
                                                          
28 See Bordo et al. (2001).
29 One implication of the presence of safety nets is that, by comparison with the historical period

when they were less extensive, banking crises may take somewhat longer to emerge, as liquid-
ity constraints would be less binding. This is especially likely where external considerations are
less of an issue, as is typically the case in industrial countries. This conjecture seems to be
broadly consistent with the evidence in Gorton (1988), who finds that in the pre-Depression era
in the United States, crises tended to occur close to the peak of the business cycle, rather than
once the downturn was already well under way.

30 For a discussion of analogies between the two, see, for instance, Borio (2000).
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of next to last resort implies that financial distress at these institutions may
have larger macro economic costs. These characteristics would need to be
taken into account too.

For practical purposes, a macroprudential perspective would thus suggest that
in assessing vulnerabilities to financially induced macro stress the gaze should
be cast widely. The perspective is also broadly consistent with the shift under
way towards greater convergence in prudential standards across financial
intermediaries.31

As regards calibration, at a high level of abstraction the main implication of a
macroprudential approach is straightforward. The prudential standards should
be calibrated with respect to the marginal contribution of an institution to sys-
tem-wide macro risk. The approach would make an explicit distinction be-
tween the “systematic risk” (common exposure) charge and the “idiosyncratic
risk” charge. The latter would be non-zero only to the extent that failure of the
institution had macro stress effects, either directly or through knock-on chan-
nels.32

But how exactly can the decomposition between systematic and idiosyncratic
risk be estimated? This is clearly an open question for research. For institutions
whose securities are publicly traded, their prices could yield some, albeit
noisy, information.33 For others, balance sheet information, in terms of asset
composition or performance, could provide some raw material. But it is too
early to tell what the results of such a line of research might be. What we can
be confident about is that as risk measurement techniques develop, the raw
material for inference and aggregation will improve. The New Basel Capital
Accord should play a key role in this respect.

The one area where measurement is less of a problem relates to the size of
institutions. Other things equal, larger institutions have greater system-wide
significance. As such, from a macroprudential perspective they would be sub-
ject to tighter prudential standards.34 This is indeed consistent with the com-
mon practice of at least subjecting them to more frequent and intense supervi-
sion. But one could easily imagine going one step further. This could involve,

                                                          
31 See, for instance, Borio and Filosa (1994).
32 Interestingly, the weights in the proposed New Capital Accord have been derived from a

conceptual model that, for each bank portfolio, assumes a single systematic risk factor, full di-
versification of the idiosyncratic component of risk and a common correlation across all ex-
posures.

33 See, for instance, De Nicolo and Kwast (2001) for an attempt to estimate the impact of finan-
cial consolidation on systematic risk based on stock price information.

34 See also the discussion of the implications of mergers on system-wide risk in Tsatsaronis
(2002). BIS (2001b) provides a broader analysis of the impact of financial sector consolidation
on systemic risk.



Towards a Macroprudential Framework for Financial Supervision and Regulation?

CESifo Economic Studies, Vol. 49, 2/2003 197

for instance, higher capital requirements for any given level of institution-
specific risk.35 In principle, the strengthening of Pillar 2 under the New Capital
Accord could be quite helpful here.

4.2 The time dimension

It is in the time dimension that the macroprudential perspective comes into its
own, not least because of the endogeneity of risk. If the perspective is correct,
then it stands to reason that cushions should be built up in upswings so as to be
relied upon when the rough times arrive.36 This would strengthen institutions’
ability to weather deteriorating economic conditions, when access to external
financing becomes more costly and constrained. Moreover, by leaning against
the wind, it could reduce the amplitude of the financial cycle, thereby limiting
the risk of financial distress in the first place. In other words, this strategy
would add a welcome counterweight to the powerful procyclical37 forces in the
system.

The question is: how can this best be done? There are many aspects to this
problem. What follows focuses only on four of them. First, how ambitious
should we realistically be in seeking to improve risk measurement? Second,
given the procyclicality in risk assessments, what could be the implications of
the more risk-sensitive New Capital Accord? Third, to what extent can longer
horizons help in mitigating biases in risk assessment and stabilising the sys-
tem? Finally, what is the appropriate division of labour between accounting
and prudential norms?

Can the measurement of risk through time be improved?

The choice of strategy to ensure that cushions are built up at the right time
depends on views about how far it is realistically possible to improve on the
measurement of the time dimension of risk. Consider two views, in increasing
order of ambition.

The first view assumes that it is, in effect, fruitless to try to improve signifi-
cantly on how risk is measured though time. Judgments about the profile of

                                                          
35 Some supervisory authorities have indeed called for such a treatment on systemic grounds. The

Swiss banking supervisory agency is a case in point.
36 Of course, this should be subject to some absolute minimum, so as to avoid the risk of undue

forbearance and limit the scope for “betting-for-survival” behaviour.
37 Here and in what follows, a variable or type of behaviour is said to be procyclical if its move-

ment is such as to amplify financial and business cycles.
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macro risk are too hard to make.38 The poor record of forecasters is seen as
evidence of this. At the same time, while it may be hard to tell whether the risk
of a downturn is higher or lower, it is much easier to tell whether the current
state of the economy is above or below previous average experience.
The question then, for instance, is not whether the boom is sustainable or not,
but, rather, whether the economy is in a boom.

On this basis, it is simply prudent to take advantage of the favourable condi-
tions to build up cushions as a form of insurance, without explicitly taking a
stance on the future evolution of the economy. Moreover, what is true for the
economy’s output is also true for other variables correlated with financial dis-
tress, such as asset prices and credit expansion.

Given the scepticism about the ability to measure changes in risk, this view
tends to favour relatively simple rule-based adjustments. Many types of policy
would seem to fall under this broad heading. One example is Goodhart and
Danielsson’s (2001) suggestion of relating various prudential norms to loan or
asset price growth. Another, quite subtle, example is the loan provisioning rule
recently introduced by the Spanish supervisory authorities (so-called “statisti-
cal provisions”). In this case, yearly provisioning expenses tend to be based on
average loan loss experience over past business cycles.39 More generally, con-
servative valuation principles, such as valuing assets at the lower of market or
book value, could be seen as performing a similar function.

The main advantage of this family of policy options is their simplicity.
In addition, once the rule is accepted, there is no issue of the authorities being
seen as “outguessing” markets. This would make the rules easier to implement
in comparison with discretionary adjustments in prudential tools based on
measures of risk, with the authorities inevitably in the defensive against the
manifested consensus of market participants. Finally, concerns with possible
mistakes in the use of discretion or a limited “credit culture” among market
participants would add to their appeal.

Their main disadvantage is that by themselves they would not do much to
encourage conscious improvements in risk measurement. As a result, they
would also tend to exacerbate incentives to arbitrage them away.40 Depending
on their specific features, they could also be seen as unduly intrusive and blunt.
Some of them would clearly not be consistent with the search for a better bal-
ance between market and policy-induced discipline.

                                                          
38 This is the view expressed, for instance, by Goodhart and Danielsson (2001).
39 See Fernández de Lis et al. (2001) and Borio and Lowe (2001).
40 Of course, this depends on the characteristics of the measures. The Spanish rule for loan provi-

sioning, for instance, seems to have been quite successful so far.
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The second view argues that it is worth seeking to improve the way we meas-
ure risk through time. Statements about changes in risk may well be possible
conditional on a richer information set. These could eventually form the basis
for judgments about the risk of financially induced macro stress.
These judgments in turn could underpin a more articulated policy response,
including through discretionary measures. It is worth elaborating on this.

The current efforts to develop indicators of banking crises or, more generally,
macroprudential indicators and assessments of financial system vulnerabilities
belong to this family of responses. My own reading of the evidence is that we
are still a long way from an adequate answer, but that the glass is half full.

Our own research at the BIS tends to confirm this. With Phil Lowe, we have
recently begun to explore how far one could predict banking crises in both
industrial and emerging market countries on the basis of a very parsimonious
approach guided by the stylised features of the financial cycle.41 We measured
the performance of the indicators in terms of the noise-to-signal ratio, follow-
ing the very useful toolkit applied to currency and banking crises by Kaminsky
and Reinhart (1999). We did, however, make a few important modifications.
First, we used ex ante information only, as required by policymakers. Second,
we focused on cumulative processes, measured in terms of deviations of the
key variables from ex ante recursive trends. This was supposed to capture the
build-up of vulnerabilities. Third, we looked only at a very limited set of vari-
ables: private credit to GDP, real asset prices and investment. Fourth, we cali-
brated the signal by considering the variables jointly, rather than on a univari-
ate basis. Finally, we allowed for multiple horizons, in the conviction that the
precise timing of a crisis is essentially unpredictable.

As a first go, the results were encouraging (Table 2). Over a three-year horizon,
close to 60% of the crises could be predicted, and only one in almost 20 observa-
tions was incorrectly classified (crisis or non-crisis). Likewise, crying wolf too
often, the usual problem, was far less of an issue here. A large part of the im-
provement resulted from the use of cumulative rather than marginal processes.
The credit gap alone, for instance, clearly outperformed exceptionally high
growth rates in credit. It could capture around 80% of the crises, with a com-
paratively low noise-to-signal ratio by the standards of the literature, although
at the cost of higher noise by comparison with the multivariate, joint calibra-
tion (one in six observations incorrectly classified).

                                                          
41 See Borio and Lowe (2002a) for details of the approach. Borio and Lowe (2002b) extend the

analysis further.
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Table 2

Indicators of banking crisesa)

Private sector credit
Horizonb)

Real credit growth (7%)c) Credit gabd) (4% points)

Joint credit (4% points)
and real asset pricee)

(40%) gapsd)

Noise/
signal

% crises
predicted

Noise/
signal

% crises
predicted

Noise/
signal

% crises
predicted

One-year .54 74 .24 79 .13 42

Two-year .43 87 .21 79 .08 53

Three-year .39 89 .20 79 .06 55
a) Based on a sample of 34 industrial and emerging market countries; annual data 1960-99,
including 38 crises. – b) A signal is correct if a crisis takes place in any one of the years included
in the horizon ahead (always including the current year). Noise is identified as mistaken predic-
tions within the same horizon. – c) Percentage annual growth rate. – d) A gap is measured as the
percentage (point) deviation from an ex ante, recursively calculated Hodrick-Prescott filter.
Credit is measured as a ratio to GDP. – e) Equity prices only.

Source: Borio and Lowe (2002 a).

We interpret these results as saying that it should be possible to form judg-
ments about the build-up of vulnerabilities with a reasonable degree of com-
fort. After all, our preliminary analysis could be improved in several direc-
tions, in terms of both the definition of variables and techniques. Indeed, more
recently in a follow-up study, we showed how the inclusion of a real exchange
rate gap helps to improve the results in the case of emerging market countries
(Borio and Lowe, 2002b).42 More generally, the literature on measuring indi-
cators of pending financial macro stress is very much in its infancy.43 And the

                                                          
42 Other improvements could be considered, quite apart from refinements in the statistical meth-

odology. For example, our studies to date could not use real estate prices, because the informa-
tion available for emerging market countries is too limited. Similarly, the definition of “finan-
cial stress” could be refined to capture better the type of episodes that are consistent with
macro stress. And, following similar principles, further indicators could be developed tailored
to types of financial crises other than those considered here.

43 Rigorous statistical analysis has largely focused on currency, rather than banking crises; see,
for instance, IMF (2002a) for a review, as well as Hawkins and Klau (2000). Likewise, bank-
ing supervisors have tended to concentrate their efforts on indicators of individual bank, rather
than systemic, failure (Van den Bergh and Sahajwala, 2000). More generally, considerable
work has been done trying to lay out a broad set of so-called “macroprudential” indicators. See,
for instance, IMF (2002b) and references therein.
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information available to policymakers to form a judgment is much richer, and
likely to improve over time.44, 45

The above indicators could give some idea of the probability of distress; what
about the other key variable, vz the extent of possible losses given distress?
Here, macro-stress tests, conceptually analogous to their micro counterparts,
could play a role. These would map assumed adverse changes in macro risk
factors into losses in the financial system. In recent years, considerable work
has been done in this area46 but, again, much more research is needed to de-
velop acceptable methodologies.

One could then imagine a two-pronged approach. On the one hand, indicators
of potential distress could be used to form a judgment about the probability of
adverse outcome. These could be complemented by other, perhaps more tradi-
tional, measures of macroeconomic risks to the outlook. On the other hand,
stress tests could be used to assess the likely damage of an adverse event.
The indicators would add “bite” to the stress tests, which could otherwise be
discounted too easily. The resulting information could then help to calibrate a
prudential response or to adjust micro-based risk measures.

Such a top-down approach to risk measurement would likely reduce the procy-
clicality of current risk measurement methodologies. Indeed, a review of the
methodologies would indicate that these either tend to ignore macroeconomic
factors or, to the extent that they do not, they may even incorporate them in a
way that could exacerbate procyclical tendencies.

Given space constraints, it is only possible to illustrate the basic point here.47

Consider three types of methodology: those of rating agencies, banks’ internal
ratings and full credit risk models.

                                                          
44 Goodhart and Danielsson (2001), while sharing many of the concerns expressed here about the

difficulties of measuring risk over time, reaches more pessimistic conclusions. Its evidence,
however, is based on the predictability of business cycle fluctuations on the basis of their
duration only. The point here is that this approach is unnecessarily restrictive. Judgments can
be conditioned on a broader information set.

45 Will the indicators continue to perform satisfactorily in the future? As always, there is no such
guarantee. For example, efforts made in recent years to improve the infrastructure of the finan-
cial systems might reduce the likelihood of distress for any given threshold level. Moreover,
learning from post-liberalisation mistakes could well reduce the incidence of crises. At the
same time, the historiography of financial crises suggests that the core regularities on which the
indicators are based have been so common in the past that they may prove comparatively ro-
bust in the future.

46 The IMF and national central banks have been quite active in this area.
47 For a more detailed treatment, see, in particular, Lowe (2002), Borio et al (2001), Allen and

Saunders (2003) and references therein. See also Berger and Udell (2003) for possible reasons
for, and some evidence of, excessive procyclicality in risk assessments.
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By design, rating agencies’ risk assessments tend to be comparatively less
sensitive to the business cycle, although downgrades in particular do bunch up
in recessions. One way of rationalising this is that they pay special attention to
relative risk. Another is to think of agencies as rating companies based on a
standardised macro stress scenario, such as a “typical” recession.48

Banks’ internal rating methodologies vary considerably across institutions.
Available evidence is rather limited, but it generally points to a higher degree
of procyclicality. This may result from a tendency to adjust credit risk percep-
tions assuming the continuation of current conditions and to focus on rather
short horizons, more in line with the annual accounting cycle. For the quantifi-
cation of risk, one year is quite common.49

Most quantitative credit risk models do not incorporate macro effects.
The degree of procyclicality of the corresponding risk assessments arises from
the use of rating agencies’ and, above all, market inputs, notably share prices
and credit spreads. Moreover, further developments of the models could actu-
ally exacerbate the procyclical properties. For instance, the models so far ig-
nore the positive correlation between the probability of default and loss-given-
default, which is at least in part associated with recessions.50 As with internal
ratings, one-year horizons are commonly used.

The New Basel Capital Accord and procyclicality

This procyclicality in risk assessments has attracted considerable attention
recently as a result of the proposed revision to the Capital Accord. In its search
for greater risk sensitivity, the new Accord implies that, in contrast to previous
arrangements, the minimum capital on a given portfolio will change alongside
its perceived riskiness, whether measured by external or banks’ own internal
ratings. The Accord would then result in a much better measurement of cross-
                                                          
48 This is the formalisation found in Carey (2000). Rating agencies’ risk assessments are some-

times characterised as “through-the-cycle” and contrasted with the “point-in-time” nature of
banks’ internal credit rating systems or model-based measures; see in particular, Amato and
Furfine (2003) for an empirical examination of the degree of procyclicality in ratings. See also
Cantor (2002), who provides a somewhat different characterisation of rating agencies’ ratings.

49 Note that, strictly speaking, there is a distinction between the horizon for the assessment of risk
and that for its quantification. The former includes the period ahead considered in the
evaluation of the risk, the latter the period used for the risk metric. The distinction is clearest if
one considers an instrument that is marked to market. Events that might occur over the residual
maturity of the instrument affect its current value and its future variability (the assessment hori-
zon). But the holder might just be interested in potential changes in this value over a possibly
shorter horizon over which it plans to hold the instrument. This determines the quantification
horizon for risk. These issues are further discussed below.

50 This positive correlation in the time dimension has recently been documented by Altman et al.
(2002).
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sectional or relative risk, as it was originally designed to do. But it might have
unintended consequences with respect to the time dimension of risk.51

There is indeed some preliminary empirical evidence to suggest that minimum
capital requirements will be more procyclical than under current arrangements.
In particular, they could increase considerably in bad times. The size of the
effect depends very much on the type of risk assessment methodology used
and the option adopted. The available evidence, however, suggests that swings
of the order of 30 percent in the course of a normal business cycle may be
possible. As indicated by evidence from Mexico gathered by Segoviano and
Lowe (2002), these could be greater in case of larger business cycle fluctua-
tions accompanied by financial distress (Figure 2).52

Figure 2

Mexican output gap and hypothetical IR capital requirement

                                                          
51 See, for instance, Danielsson et al (2001) and ECB (2001). For the provisions of the Accord,

see BCBS (2001a) and (2001b). See also BIS (2001a). Note that concerns with the procyclical-
ity of capital standards had already been expressed in relation to the current Accord ((Good-
hart, 1995; Blum and Hellwig, 1995). These, however, had little to do with time-varying risk
perceptions. They related simply to the fact that higher losses in recessions would make capital
requirements more binding. The evidence on whether such minimum requirements have led to
“credit crunches” is reviewed in BCBS (1999).

52 See, in addition, Jordan et al (2002) and Catarineu-Rabell et al (2002). Note that in November
2001 the Basel Committee decided to reduce the steepness of the risk curve linking the capital
requirement weights to the probability of default partly with a view to dampening the cyclical
variability in minimum requirements. This response deals with a time dimension issue through
changes in cross-sectional calibration BCBS (2001b).
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Even so, regardless of what happens to the minimum requirements, the more
important question is whether capital cushions as a whole and risk measure-
ment generally will be more procyclical under the new Accord. Here, one can
point to a number of factors that could alleviate or even fully offset the addi-
tional procyclical influences. Think of these factors as another instance of the
famous “Lucas critique”: behaviour changes as the regime changes. The previ-
ous evidence may be partly misleading. There are at least two reasons for
this.53

First, the Accord is helping to spread and “hardwire” an historic improvement
in risk measurement and management culture. The level of the debate has risen
immensely over the last couple of years. And awareness of the potential ad-
verse implications of unduly procyclical risk assessments has risen pari passu,
both among market participants and supervisors. More generally, better risk
management means that problems can be identified and corrected earlier.

Second, Pillars 2 and 3 can underpin this shift. Greater disclosure means that
markets may become less tolerant and more suspicious of risk assessments that
move a lot over time and lead to substantial upgrades in good times.
And supervisors, if they so wished, could rely on the strengthened supervisory
review powers to induce greater prudence in risk assessments and/or an in-
crease in capital cushions above the Pillar 1 minima. As advocated by the
Basel Committee, stress-testing the credit exposures can be an invaluable tool
here.

The bottom line is that we do not quite know the answer. At the same time,
there are reasons for cautious optimism. We will need to watch developments
closely. But in doing so, we should never lose sight of the fact that the positive
contribution to financial stability of the new Accord goes well beyond its im-
plications for procyclicality.

Longer horizons and the role of maturity

Encouraging longer horizons for risk assessment could help to limit procycli-
cality. In particular, it stands to reason that the longer the horizon over which
agents chart the future, the less likely it is that they could continue to anticipate
the persistence of current conditions. In jargon, lengthening the assessment
horizon is likely to strengthen any mean-reverting tendencies in risk percep-
tions and hence prudence. We know, for instance, that over longer horizons
equity returns mean-revert while over shorter ones they show approximate

                                                          
53 See, in particular, the discussion in BIS (2002a) and Greenspan (2002).
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random walk behaviour.54 Recall also the famous paper by Frankel and Froot
(1990), which had found similar properties in foreign exchange traders’ ex-
pectations.55

The maturity of credit exposures implicit in contracts is important here.
The residual maturity determines the time horizon over which events could
affect the value of the contract. Longer maturities therefore encourage longer
assessment horizons. And they could arguably limit the risk of generalised
withdrawal of funds or credit crunches at times of stress. Think, for example,
of the risks implied by the short maturity of external debt in the case of
emerging market countries. Here again, we see the tension between a micro-
and a macroprudential approach. Other things equal, from the perspective of
an individual institution, the longer the maturity of its exposure, the higher the
credit risk faced. But for an economy in the aggregate, it is by no means clear
that shorter maturities would reduce overall credit risk. What may make sense
from the perspective of an individual institution may also have unintended
consequences in the aggregate. The calibration of prudential standards would
need to take these effects into account as well.56

Longer horizons may also be relevant for capital decisions. Conceptually, the
risk quantification horizon for capital decisions corresponds to the time re-
quired to take remedial action, either by replenishing capital or shedding risk.
A macroprudential perspective would explicitly incorporate the fact that, at
times of generalised stress, remedial action would necessarily be harder and
hence take longer, not least owing to the endogenous increase in risk from
attempts to manage exposures. The one-year horizon adopted in current prac-
tices may well be too short. In fact, empirical evidence tends to support this
conclusion.57

The relationship between accounting and prudential norms

These considerations point to the broader relationship between accounting
valuations, on the one hand, and prudential norms, on the other. The impact of
accounting on financial stability should not be underestimated. It is widely
recognised that differences in valuation methodologies can have first-order
effects on measures of net worth and income. They can be as important as the
specification of the capital standards that should apply to them.

                                                          
54 Fama and French (1988).
55 This issue is explored more thoroughly in Borio et al. (2001).
56 These issues are discussed in Lowe (2002).
57 See Barakova and Carey (2002).
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And accounting conventions can have a major impact on firms’ internal risk
management practices.58 Deficiencies in accounting practices, for instance,
have played a role in many of the financial crises seen over the last two dec-
ades. Even so, for a number of objective reasons, valuation issues had, until
recently, received less attention.

A number of developments have brought such issues into the limelight. First,
the New Basel Accord has forced a reconsideration of the link between ex-
pected and unexpected losses, loan provisioning, capital and pricing. Second,
the debate on appropriate loan provisioning has come to the fore. There is a
fairly broad consensus that more forward-looking provisioning could help to
bring accounting valuations closer into line with economic valuations and
could eliminate a source of artificial procyclicality. In particular, waiting for
default to be highly probable before a provision can be made fails to recognise
deteriorations in credit quality short of probable default.59 But there is no
agreement on how best to strengthen the forward-looking element. Finally, and
more generally, proposals for fair value accounting have stirred a heated de-
bate.60

A key question is whether cushions against risk and uncertainties should be
built through “conservative”, as opposed to “true and fair”, valuations or
through other means, such as specific prudential norms like minimum capital
requirements. In the past, reliance on conservative valuations has been quite
common. More recently, the shift towards “true and fair” valuations has re-
duced the scope of such mechanisms. Looking forward, one concern with fair
value accounting is precisely that greater reliance on market values could have
destabilising effects whenever asset price misalignments are at the origin of
financial instability. In the process, it might also increase the procyclicality of
the financial system.

The issue of the relationship and roles of accounting and prudential norms will
have to be addressed. On the one hand, conservative valuations may be a sim-
ple and effective means of introducing cushions into the system. On the other
hand, it might be argued that a sharper distinction between the roles of ac-
counting and prudential norms would increase transparency and clarify the

                                                          
58 Enron’s internal risk management manual is quite telling here: “Reported earnings follow the

rules and principles of accounting. The results do not always create measures consistent with
underlying economics. However, corporate management’s performance is generally measured
by accounting income, not underlying economics. Risk management strategies are therefore
directed at accounting rather than economic performance” (italics added). See Crockett (2002)
for an elaboration on these issues.

59 The changes incorporated in IAS39 go in this direction.
60 These issues are discussed in Borio et al. (2001), Borio and Lowe (2001), BIS (2002a) and

Crockett (2002).
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relationship between the different goals and means to attain them. This could
help reduce the tension between the two perspectives and also speed up prog-
ress towards convergence on agreed accounting principles. Clearly, this is an
under-researched area that deserves greater attention.61

5 Conclusion

Tennyson once said: “Words, like nature, half reveal and half conceal the soul
within”. But, one could add, while we cannot choose what nature is like, we
can choose what words mean.

This essay has argued that two sharp, intentionally polarised definitions of the
“macroprudential” and “microprudential” perspectives are helpful in bringing
out the two souls that inevitably coexist in the current regulatory and supervi-
sory arrangements. And that they are useful in highlighting the complemen-
tarities, as well as tensions, between the two approaches to securing financial
stability. The key thesis developed is that strengthening further the macropru-
dential orientation of the framework could promote the achievement of this
goal.62

Strengthening the macroprudential orientation would, in some respects, bring
the framework closer to its origin, when the main concern was the disruption
to the economic life of a country brought about by generalised financial dis-
tress. It would take it somewhat away from the pursuit of narrowly interpreted
depositor protection objectives while at the same time helping to achieve them
in a more meaningful way. And it holds the promise of bringing realistic ob-
jectives into closer alignment with the means to attain them.

If this diagnosis is shared, then there is still plenty of work ahead. The agenda
is a full one, both for researchers and policymakers. For researchers, there is
quite a lot to be done analytically and empirically to sharpen the macropru-
dential perspective, to better understand what it can tell us about the dynamics
of risk and financial instability, and to help develop the tools to address them.
For policymakers, the task is to turn the desirable into the feasible, to distin-
guish the feasible from the impracticable, and to make progress in implement-
ing the shift. Success will also depend on the ability and willingness of market
participants to incorporate more meaningfully the lessons of a macroprudential
perspective into their own assessment of risk.

                                                          
61 Aspects of these issues are discussed in Borio and Lowe (2001) and Crockett (2002).
62 Recently, Padoa-Schioppa (2002) too has emphasised the importance of the macroprudential

dimension.
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In some respects, the search for appropriate policy responses to financial insta-
bility resembles the state of monetary policy in the early 1970s. Now, as then,
both researchers and policymakers are beginning to sharpen their understand-
ing of the “enemy”. Now, as then, they are groping for solutions. Now, as then,
there is no reason to believe that, eventually, their endeavours will not be suc-
cessful.

In fact, strengthening the macroprudential orientation of the policy framework
will put a premium on closer cooperation between supervisory authorities and
central banks.63 This is true regardless of the specific allocation of supervisory
responsibilities. It reflects the processes that generate financial instability and
its consequences for the macroeconomy. As argued elsewhere, the relationship
between the monetary and financial regimes deserves particular attention.64

There is still a lot we need to learn about how monetary policy interacts with
prudential policies and how best to make the two mutually supportive. We
need much more research in this area too. But this, as they say, is another
story.
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The Macroeconomic Implications of the New Basel Accord

Misa Tanaka*

Abstract: This paper assesses the macroeconomic implications of Basel II in light of
recent development in the literature. It argues that although Basel II is likely to
strengthen banks’ incentives to control their risk-taking, it may reduce credit supply to
certain borrowers, such as small- and medium-sized enterprises (SMEs) and firms
based in developing countries. Furthermore, Basel II may increase procyclical fluctua-
tion of bank loans while weakening the monetary transmission mechanism during re-
cessions. A widespread adoption of the “through-the-cycle” risk models may mitigate
these problems, but not completely eliminate them. This paper also considers whether
monetary policy can be used to counter effectively the procyclicality problem inherent
in Basel II. (JEL E52, G21, G28)

1 Introduction

In 2007, the existing Basel Capital Accord (Basel I) is to be replaced by the
revised Accord (Basel II). Basel II introduces several major changes to capital
adequacy regulation for internationally active banks. Due to its significance for
the banking industry, the proposed New Basel Accord has attracted consider-
able attention from researchers, policy makers, and the financial community
across the world. The primary objective of this regulatory change is to
strengthen banks’ incentives to control their risk exposure, by making the
capital adequacy regulation more risk-sensitive.

Although Basel II is likely to promote financial stability, several economists
have expressed concerns that it may entail some macroeconomic consequences
that are not entirely benign. Given the existing evidence that capital adequacy
regulation affects bank lending, these issues are clearly germane to a complete
assessment of the New Basel Accord. Thus, it is vital to understand its ex-
pected macroeconomic impact, and to consider how any undesirable side-
effects can be mitigated.

The objective of this paper is to assess the macroeconomic implications of
Basel II in light of recent development in the literature. This paper does not
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attempt to provide a comprehensive overview of the existing theoretical and
empirical research on capital adequacy regulation, since several already exist.1
Nor does it aim to review all the policy is sues surrounding Basel II, since this
has also been done by others.2 Instead, this paper focuses on the potential
macroeconomic impact of Basel II, and evaluates its significance using ex-
isting theory and evidence on the role of financial intermediaries in the aggre-
gate economy.

The rest of this paper is organized as follows. Section 2 briefly discusses the
rationale for regulating banks’ capital. Section 3 then discusses the short-
comings of the existing capital adequacy regulation (Basel I), and considers
how Basel II might enhance banks’ incentives to control their risk-taking.
Section 4 provides an overview of the theory and evidence on the impact of
capital adequacy regulation on the aggregate economy, and Section 5 examines
the potential macroeconomic implications of introducing Basel II. Section 6
then considers how the adoption of certain risk models and an effective appli-
cation of monetary policy could potentially mitigate the macroeconomic side-
effects of Basel II.

2 Rationale for capital adequacy regulation

Before discussing the macroeconomic implications of Basel II, it may be worth
considering why capital adequacy regulation exists at all. Presently, banks with
international operations are regulated by the capital adequacy regulation set
out in the 1988 Basel Capital Accord, under which they are required to main-
tain a minimum of 8 percent capital-to-risk-weighted-asset ratio. The numer-
ator of this regulatory ratio is composed of Tier I and Tier II capital: the former
consists of equity capital and disclosed reserves, while the latter may include
items similar to equity capital, such as the subordinated debt and capital gains.
The risk-adjusted assets, which comprise the denominator of the ratio, include
on- and off-balance sheet items weighted appropriately depending on which of
the four risk categories (0 percent, 20 percent, 50 percent and 100 percent) that
particular asset belongs to. Although the original 1988 Accord only took credit
risk into account, the subsequent amendment in 1996 also incorporated market
risk.

The primary aim of capital adequacy regulation is to limit the risk-taking by
banks. Most industrial countries now have deposit insurance, in order to pre-
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vent banks runs and to protect small and uninformed depositors.3 Banks that
are subject to a flat insurance premium, however, may have excessive incen-
tives to take risks, since their payoff functions are convex with respect to their
net worth. Capital adequacy requirement may mitigate this problem, since the
marginal value of deposit insurance option with respect to asset risk falls with
declining leverage (Furlong and Keeley, 1989).

In addition, the required capital adequacy ratio can also be used to define the
threshold at which the regulator intervenes in the management of the failing
bank. Since shareholders’ payoff function is convex with respect to the bank’s
net worth, their incentive to take risks increases as its net worth declines. Al-
though this would hurt the interests of the bank’s depositors, they may fail to
intervene if they are too small and uninformed about the bank’s management.
Hence, in order to protect the depositors against shareholder moral hazard, it is
optimal to transfer the bank’s control rights from its shareholders to the regu-
lator who represent the interests of the bank’s depositors, before its capital is
depleted (Dewatripont and Tirole, 1994).

3 The New Basel Accord (Basel II)

Although capital adequacy requirement can, in theory, limit risk-taking by
banks, some have questioned whether the existing regulation – Basel I – is, in
fact, effective. The main criticism against Basel I is that its method of calcu-
lating the capital-to-risk-asset ratio does not accurately reflect the riskiness of
banks’ portfolios, and therefore does not give them adequate incentives to
control their risk exposures. Under Basel I, it is the category of borrowers –
sovereign, bank, and corporate – that determines into which of the four risk
buckets (0 percent, 20 percent, 50 percent, and 100 percent) an asset is catego-
rized. For instance, claims on any OECD sovereigns receive a 0 percent risk-
weight, while all loans to the corporate sector are assigned a 100 percent risk-
weight. Hence, Basel I does not differentiate banks’ borrowers within the same
risk bucket according to their riskiness. This creates opportunities for “regula-
tory capital arbitrage”, a process through which banks can switch to high-risk,
high-return portfolios without altering their capital-to-asset ratio. At the crud-
est level, banks can shift their lending from safer to riskier borrowers within
the particular risk category without reducing their capital-to-risk asset ratio.
Alternatively, banks can use securitization to increase their capital-to-risk asset
ratio without reducing their portfolio risks. According to Jackson et al. (1999),
the volume of regulatory capital arbitrage is significant and increasing, espe-
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cially among the biggest banks. Since regulatory arbitrage allows banks to
increase their portfolio risk without altering their capital-to-risk asset, it ren-
ders capital adequacy requirement ineffectual in limiting their risk-taking. For
the same reason, the reported capital adequacy ratio could be a misleading
indicator of the banks’ true financial states.

In order to address these problems, the Basel Committee on Banking Supervi-
sion is currently revising the regulations set out by the 1988 Accord, with the
objective of developing more risk-sensitive standardized internal measurement
approaches to capital adequacy. It is expected that the new Accord – Basel II –
will be finalized by the Committee in 2003 and implemented worldwide in
2007. Basel II is based upon three pillars: minimum capital requirements (Pil-
lar 1), a supervisory review process (Pillar 2), and effective use of market
discipline (Pillar 3).

What are the main changes that Basel II seeks to introduce? One major proposal
for reform is to incorporate the borrowers’ credit risk in calculating the capital
adequacy ratio (Pillar 1). Under Basel II, the risk-weight on loans is determined
by both the category of borrowers and the riskiness of a particular borrower.
Hence, instead of having a fixed 100 percent risk-weight on all loans to the cor-
porate sector, it is proposed that loans to less risky firms receive 50 percent risk-
weight, while those to risky ones are assigned 150 percent risk-weight.

Moreover, Basel II offers banks the choice of adopting either the new stan-
dardized approach, or the internal rating based (IRB) approach to measure
credit risk. Under the new standardized approach, the risk-weights will be
based on ratings provided by an external credit assessment institution, so that
claims on borrowers with sound credit ratings receive lower risk-weights.
Under the IRB approach, banks will be allowed to use their own internal
models to assess credit risk in their portfolios, subject to strict methodologi-
cal and disclosure standards. The IRB approach allows greater risk-
sensitivity compared to the standardized approach, since it uses a wider range
of risk-weights. The supervisors are responsible for ensuring that banks
adopting the standardized approach comply with its conditions and require-
ments, while making sure that each bank using the IRB approach has a sound
internal risk assessment process (Pillar 2). Furthermore, banks adopting the
IRB approach are expected to fulfil a set of disclosure requirements in order to
ensure that market participants have adequate information to discipline errant
banks (Pillar 3).

Basel II is meant to strengthen banks’ incentives to control their risk exposures
relative to Basel I, which relies on a more crude method of risk measurement.
The new regulation is also likely to reduce the scope for capital arbitrage.
Furthermore, Basel II effectively exploits information about the borrowers’
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creditworthiness held internally by banks, by allowing financial institutions
that fulfil certain requirements to adopt the IRB approach. Hence, in several
respects, Basel II is superior to Basel I.

On the other hand, some economists and policy makers have voiced concerns
that although Basel II corrects several major shortcomings of Basel I, it may
give rise to new problems of its own. The various issues raised thus far fall
into three broad categories. First, several economists have questioned whether
Basel II, in fact, promotes financial stability. The risk-sensitive approach to
capital adequacy regulation can promote financial stability to the extent that
the risk measurements used are reasonably accurate. The risk measurements,
however, have several serious limitations. For instance, Morris and Shin
(1999) argue that Value-at-Risk (VaR) models do not take into account the
endogeneity of risk, so that they produce inaccurate volatility measures. This is
because the assumption underlying existing risk management models such as
VaR is that the price of an asset falls to a very low level with a certain exoge-
nous probability, whereas in reality, short-run price fluctuations depend on
actions taken by market participants. Since such risk models do not take into
account the strategic nature of risk, they could render the market participants
inadequately provisioned in a crisis situation when all the traders attempt to
unwind their positions simultaneously. Thus, if the risk measurements them-
selves are inaccurate, capital adequacy regulation based on these may fail to
promote financial stability.

The second concern is that the new standardized approach may distort firms’
incentives in their use of external credit ratings. Credit agencies have ex-
pressed concerns that the use of credit ratings in capital adequacy regulation
may prompt firms to “shop” for highest ratings in order to reduce their bor-
rowing costs. Such “rating-shopping” may pressure credit agencies to inflate
their ratings, so that it may undermine their credibility. Further, others fear
that risky firms may forgo ratings all together, if exposures to unrated
firms were to receive lower risk-weight (100 percent) than those to low-
rated firms (150 percent) as proposed by the Basel Committee. This may
reduce the degree of transparency.

The third major policy issue is whether Basel II will have any unintended
consequences on the real sector through its impact on bank lending. Since the
first two issues have been discussed elsewhere, this paper will not delve into
these any further.4 The following discussion will therefore concentrate on this
third issue, and examine the major macroeconomic implications of Basel II.

                                                          
4 See inter alia Danielsson et al. (2001) and Morris and Shin (1999) for a discussion of the
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4 How does the capital adequacy regulation affect the aggregate
economy?

Before analyzing the impact of Basel II, one might first ask why and how
capital adequacy regulation can affect the real sector. Broadly speaking, the
current policy debate focuses upon two issues: the impact of capital adequacy
requirement on the bank’s credit supply, and its effect on the monetary trans-
mission mechanism.

The first concern is that capital adequacy regulation may cause a credit crunch
affecting the real sector. If a bank’s capital-to-risk asset ratio becomes very
low, it must either a) raise more capital, b) curtail its lending, or c) shift its
portfolio towards assets with lower risk-weights. As Jackson et al. (1999) point
out, banks are likely to choose the most cost-effective way of meeting the
capital adequacy requirement. Hence, if the cost of raising new capital is very
high – as is often the case for financially weak institutions – banks are likely to
reduce their lending in order to fulfil the regulatory requirement. If many
banks behave in this fashion at the same time, it would lead to a reduction in
the aggregate loan supply. Several empirical papers report evidence for differ-
ent countries that banks subjected to capital adequacy requirement curtail their
lending in response to a negative shock to their regulatory capital.5

Such a reduction in bank loans would not affect the real output, as long as
firms can quickly find alternative sources of finance. But given the presence of
asymmetric information in the financial market, this may not be feasible for
some borrowers, so that they are forced to curtail their investment. A fall in
loan supply is therefore likely to affect the smaller firms most adversely, since
they tend to have little access to financial markets.6 Hence, if banks cannot
raise capital flexibly and some firms are dependent on bank loans, a fall in
bank capital or an increase in capital adequacy requirement leads to a reduc-
tion in aggregate loan supply and output.7

Moreover, the recent literature suggests that capital adequacy regulation may
also affect the monetary transmission mechanism. If some firms are “bank-
dependent”, the responsiveness of loan supply to changes in monetary policy
determines the strength of the transmission mechanism. Chami and Cosimano
(2001) and Van den Heuvel (2002) argue that capital adequacy regulation

                                                          
5 For the American case, see Bernanke and Lown (1991), Furlong (1992), and Peek and Rosen-

gren (1995). Ito and Nagataki Sasaki (1998) and Peek and Rosengren (1997) examine the
Japanese case. For the Korean case, see Choi (2000).

6 Sekine (1999), for instance, reports that the capital adequacy ratios of the main banks con-
strained the investment by smaller non-bond issuing firms during 1993-95 in Japan.

7 See Tanaka (2002) for a formal discussion.



The Macroeconomic Implications of the New Basel Accord

CESifo Economic Studies, Vol. 49, 2/2003 223

gives rise to a financial accelerator. In both papers, a tight monetary policy
reduces banks’ capital and constrains their ability to lend, if they are subject to
capital adequacy requirement.8 Hence, tight money reduces banks’ loan supply
by restricting their ability to lend in the future.

In the presence of a capital adequacy requirement, the strength of the monetary
transmission mechanism may depend upon how well banks are capitalized. In
a simple static model, Kashyap and Stein (1994) have shown that if the capital
adequacy requirement is binding, bank loans may not respond at all to a
monetary expansion. In a more general but similarly static framework, Tanaka
(2002) shows that the monetary transmission mechanism is weakened if banks
are poorly capitalized, or the capital adequacy requirement is very stringent:
under these circumstances, they have little scope for expanding their loan sup-
ply in response to a monetary expansion. In a dynamic context, Van den Heu-
vel (2002a) illustrates that the effects are more subtle. Although the loan sup-
ply of a poorly capitalized bank may not initially respond to an expansionary
monetary policy, it tends to overreact after the first quarter. This is because a
lower interest rate increases banks’ profits and hence reduces the probability
that the capital adequacy requirement will bind in the future. Thus, if banks are
initially poorly capitalized, loan supply will not respond to an expansionary
monetary policy in the first instance, but its dynamic effect may well be
stronger.

5 Macroeconomic implications of the New Basel Accord

Given the existing theory and evidence discussed above, what are the implica-
tions of the new Basel Accord for the aggregate economy? The macroeco-
nomic concerns surrounding Basel II can be divided into two specific catego-
ries. The first issue is whether Basel II will reduce loan supply to certain sec-
tors of the economy. The second concern is whether it will impact the cyclical
behaviour of bank lending and hence affect macroeconomic dynamics.

5.1 Cross-sectional implications

One of the major policy concerns is whether the risk-sensitive approach of
Basel II would restrict credit supply to certain types of borrowers. In a consul-
                                                          
8 In Van den Heuvel (2002a), a tight monetary policy reduces the net interest rate margin and

hence bank profits. Since bank capital consists of retained earnings, lower profits in this quarter
imply lower capital in the next quarter, so that a monetary contraction reduces the loan supply.
In Chami and Cosimano (2001), a monetary contraction reduces future profitability of loans
and banks’ shareholder values, so that they have weaker incentives to hold capital.
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tative paper published in 2001, the Basel Committee proposed that credit ex-
posures to unrated firms receive a minimum of 100 percent risk-weight under
Basel II. This has raised concerns that Basel II may cause a credit crunch af-
fecting unrated firms, most of which are small- and medium-sized enterprises
(SMEs). Under Basel II, banks face stronger incentives to shift their lending
from unrated firms to companies with sound credit ratings, since claims on the
latter will have lower capital requirements. Since unrated SMEs tend to be
“bank-dependent” and have little access to market-based finance, a reduction
in loan supply is likely to affect their investment and production. Such a con-
cern is especially serious for countries with a “bank-centred” financial system
– such as Germany and Japan – where firms tend to rely more on bank loans.

In response to this criticism, the Committee announced in July 2002 that
exposures to SMEs – defined as firms with less than 50 million euros in annual
sales – will receive a lower capital requirement than exposures to larger firms
under the IRB approach. According to its announcement, the reduction in the
required amount of capital will depend on the size of the borrower, and should
result in an average reduction of approximately 10 percent across the entire set
of SME borrowers in the IRB framework for corporate loans. Although this
revision is likely to improve the credit availability for small enterprises, it is
likely to affect the loan supply to medium-sized firms just above this threshold
most adversely.

Basel II may also reduce the credit supply to borrowers based in developing
countries. According to the study by Ferri et al. (2001), Basel II will on aver-
age lead to a 1 percentage point reduction and a 1.5 percentage point increase
in the required capital for lending to an OECD corporation and a corporation in
the poorer countries, respectively. Furthermore, Basel II is expected to in-
crease the capital requirements for loans to OECD banks and non-OECD
banks by 2 percentage points and 6 percentage points, respectively. Hence, the
introduction of Basel II may prompt banks to shift their lending to OECD
borrowers; if so, it will reduce the credit supply to borrowers based in devel-
oping countries and increase their borrowing costs. Since financial markets in
poorer countries tend to be under-developed, such a reduction in loan supply is
likely to have a negative effect on real output.

Their empirical analysis also shows that banks and corporations based in de-
veloping countries are likely to be downgraded together with their sovereigns,
but they are not necessarily upgraded when their sovereigns are upgraded.9
This has two implications. First, it may become more likely that a sovereign
downgrade triggers a capital account crisis, since banks subjected to Basel II
                                                          
9 Ferri et al. (1999) also report that the sovereign downgrading during the Asian Crisis was

“excessive” in light of the countries’ economic fundamentals.
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face stronger incentives to withdraw finance from low-rated borrowers. The
experience of Asian Crisis shows that a massive withdrawal of bank lending
can create serious economic disruptions. Second, firms based in developing
countries are likely to experience severe credit crunch during currency crises
which tend to trigger sovereign downgrades, but their access to credit may not
be restored quickly even as the economy starts recovering. Hence, the use of
credit rating under Basel II may exacerbate credit shortage for banks and cor-
porations in emerging markets during a crisis period, delaying the recovery of
the affected economies.

It could be argued that discouraging lending to emerging markets and devel-
oping countries is beneficial from the point of view of promoting financial
stability in the developed economies, since their banks would be less exposed
to risk. However, as Griffith-Jones et al. (2002) point out, an international loan
portfolio which is diversified across the developed, emerging, and developing
regions could have lower overall portfolio risk than one focused exclusively on
developed markets. By not taking into account the benefits of international
diversification, Basel II could encourage banks to concentrate their portfolio in
developed economies, and this in turn could increase their overall portfolio
risk. Thus, if one takes into account the benefits of portfolio diversification, it
is not clear whether discouraging lending to emerging markets in fact promotes
financial stability in developed economies.

5.2 Dynamic implications

Another major concern surrounding Basel II is that it may increase the cyclical
volatility of bank loans and output. Since measured credit risk tends to fall
during booms and rise during recessions, the risk-weights on assets under
Basel II are likely to undergo countercyclical fluctuations, so that banks be-
come more “capital-constrained” during recessions and less so during booms.
Raising new capital, on the other hand, tends to be less costly during booms
and more expensive during recessions. Hence, banks operating under Basel II
have stronger incentives to expand their lending aggressively during economic
upswings and cut it sharply during downturns. Such lending behaviour may in
turn exacerbate the cyclical volatility of output.

Moreover, Basel II may weaken the short-run effect of a monetary expansion
during economic downturns: banks may not be able to expand their loan sup-
ply significantly in response to an increase in money supply since measured
credit risk tends to be high during recessions.10 The dynamic effect of a

                                                          
10 See Tanaka (2002).
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monetary policy shock under Basel II, however, is more uncertain. On the one
hand, it is possible that a monetary expansion relaxes banks’ capital constraints
after a time lag and stimulates the economy, which in turn may improve bor-
rowers’ balance sheet conditions and their credit quality. If so, the dynamic
response of bank loans to a monetary stimulus would be stronger under Basel
II, even though this might come with some delay.11 On the other hand, it is
also possible that the initial failure of the monetary expansion to stimulate
banks’ loan supply forces some firms to reduce their investments, which could
lower firms’ net worths and reduce their credit quality next period. This in turn
could discourage banks from lending to these firms, so that it is also possible
that a monetary expansion fails to stimulate the economy for a sustained period
under Basel II. To sum up, the short-run response of loan supply and output to
a monetary expansion is likely to be weaker under Basel II, when an economy
is in a recession, but the dynamic impact of a monetary policy shock is likely
to be more uncertain.

Note that these concerns over the impact of Basel II on output fluctuations and
the monetary transmission mechanism stem from the countercyclical fluctua-
tions of the risk-weights, which in turn generate procyclical fluctuations in
banks’ lending capacity. Hence, there are advantages in keeping the risk-
weights on loans relatively stable over business cycles, while ensuring that
they reflect the relative risks of different assets. This can, for instance, be
achieved if the risk measurement takes into account the impact of business
cycles on the borrowers’ ability to meet their debt obligations in the first place.
Since different risk models produce different risk measurements, which are
used to calculate the required capital under Basel II, it becomes extremely
important what risk models are adopted by banks and credit agencies.

Broadly speaking, there are two approaches to measuring credit risk. First is
the so-called “point-in-time” approach, which exploits the information about
the borrower’s current equity price and leverage to assess its riskiness, using a
model based on option pricing theory.12 Hence, the measured default probabil-
ity of a firm increases if its leverage rises, its equity price falls or it becomes
more volatile. This approach measures the riskiness of borrowers conditional
on the point in cycle, and hence it does not take into account the impact of
business cycles on firms’ default risk. Accordingly, the measured risk rises
during recessions and falls during booms. Borio et al. (2001) document that
most internal rating systems used by banks use this “point-in-time” approach,
which is based on a one-year horizon for measuring risk.

                                                          
11 See Van den Heuvel (2002b) for further discussion.
12 Hence, the “point-in-time” approach is also often called the “Merton approach”.
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An alternative is the “through-the-cycle” approach, which attempts to estimate
the borrower’s ability to meet its debt obligations against reasonably adverse
economic scenarios. Most credit rating agencies – such as Moody’s and Stan-
dard and Poor’s – use this method. Under this approach, the ratings are not
conditioned on a point in the cycle; instead, they take into account the impact
of expected cyclical movements on the borrowers’ default risk. In principle,
recessions trigger downgrades only if the realized economic downturn or the
realized impact of the recession on the default risk of a particular borrower is
worse than expected. Hence, credit risk measured using this “through-the-
cycle” method is generally more stable over business cycles compared to the
“point-in-time” approach.

Thus, risk-weights on banks’ assets under Basel II are likely to be much more
stable over business cycles if they are based on risk measurements derived
from “through-the-cycle” models rather than “point-in-time” models.13 Hence,
a widespread use of “through-the-cycle” approach is likely to moderate any
procyclical fluctuations of loan supply caused by Basel II. Similarly, Basel II
is less likely to alter the monetary transmission mechanism significantly if
banks and credit agencies were to adopt the “through-the-cycle” method, since
banks’ capital constraints are likely to be more stable over business cycles.

One important policy question, therefore, is whether banks adopting the IRB
approach have the appropriate incentives to use “through-the-cycle” risk mod-
els. Catarineu-Rabell et al. (2002) argue that given the choice, banks will opt
for “point-in-time” approach rather than “through-the-cycle” approach, since
the latter will lower their profits. Their conclusion raises serious concerns over
the IRB approach of Basel II: left alone, banks may simply choose to rely upon
“point-in-time” risk models, even though this would lead to increased cyclical
volatility of loan supply in the aggregate. Hence, their analysis indicates that
banks adopting the IRB approach may need the extra incentives to use the
“through-the-cycle” approach.

Although the “through-the-cycle” approach is likely to limit the undesirable
impact of Basel II on macroeconomic dynamics, its imperfections must also be
noted. For instance, credit ratings derived from existing “through-the-cycle”
models tend to lag rather than lead business cycles, so that the capital ade-
quacy requirement based on external credit ratings is likely to be lax during
booms and stringent during recessions.14 Hence, the procyclicality problem of

                                                          
13 Catarineu-Rabell et al. (2002) show that banks using “point-in-time” approach are likely to be

capital constrained in recessions.
14 For empirical evidence, see inter alia Monfort and Mulder (1999) and Altman and Saunders

(2001).
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Basel II is unlikely to be eliminated, though perhaps mitigated, by a wide-
spread adoption of “through-the-cycle” approach.

6 Conclusion and policy implications

The existing capital adequacy regulation – the so-called Basel I – has several
problems, and the introduction of a more risk-sensitive approach under Basel
II is a welcome development which is likely to strengthen banks’ incentives to
control their risk exposures. On the other hand, the available evidence suggests
that capital adequacy regulation affects bank lending and hence real output, so
that the impending regulatory change is likely to have macroeconomic conse-
quences as well. In particular, it has been argued that Basel II may reduce the
loan supply to certain types of borrowers, such as SMEs and firms based in
developing countries. Furthermore, Basel II may also increase the cyclical
volatility of output, while weakening the monetary transmission mechanism
during recessions, at least in the short-run.

The actual magnitude of the macroeconomic side-effects discussed in this
paper would critically depend upon how the risk-weights on assets – used to
calculate the capital adequacy ratio – are derived under Basel II. The cross-
sectional concerns indicate that special provisions for SMEs and emerging
market borrowers may have to be introduced in order to ensure their continued
access to bank loans. A widespread use of the “through-the-cycle” approach to
risk measurement could mitigate the procyclicality problem, but there are two
obstacles. First, banks adopting the IRB approach may not have the appropri-
ate incentives to use “through-the-cycle” risk models. Second, the existing
“through-the-cycle” risk models are inevitably imperfect, and the credit ratings
tend to lag rather than lead business cycles. If so, a widespread adoption of the
“through-the-cycle” approach is unlikely to completely eliminate the procycli-
cality problem. Hence, policy makers cannot simply rely upon the existing risk
models to provide remedies for the macroeconomic side-effects of Basel II.

One way of coping with these macroeconomic side-effects is to give the finan-
cial regulators some discretion over the regulatory penalty imposed on banks
that violate the capital adequacy requirement. For instance, if the regulator
were to adopt “soft” policies towards banks that fail to meet the capital ade-
quacy requirement, they would have weaker incentives to contract their loan
supply in response to a fall in their capital.15 Since the Basel Accord does not

                                                          
15 Forbearance may, for instance, take the forms of accounting change in calculating the capital

adequacy ratio; failure to intervene in the management of poorly capitalized banks; and prop-
ping up the asset market through some forms of government intervention.
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specify the sanctions imposed on banks that fail to comply with its require-
ments, regulators could resort to forbearance in order to alleviate any credit
crunch during economic downturns. In principle, regulatory forbearance, if
applied judiciously, can be a useful tool for stabilizing banks’ loan supply over
business cycles. On the other hand, it has the potential to lead to various types
of inefficiencies – such as “gambling for resurrection” – as the well-
documented case of the American thrift crises demonstrates. Hence, the use of
regulatory forbearance as a means of stimulating loan supply during recessions
may not be practical.

An alternative possibility is to use monetary policy to offset the cyclical fluc-
tuation of bank loans. As discussed, the initial response of loan supply to an
expansionary monetary policy is likely to be weaker under Basel II, when there
is a general rise in (measured) credit risk. Thus, if we only care about the
short-run effect, the solution would be for central banks to adopt a much more
aggressive monetary policy during recessions once Basel II is in place. The
problem, however, is that the dynamic response of loan supply to monetary
policy under Basel II is less clear. Thus, although the use of monetary policy to
offset the cyclical fluctuation of bank loans caused by Basel II is a theoretical
possibility, effective implementation may be difficult in practice, until empiri-
cal research determines the full impact of Basel II on the monetary transmis-
sion mechanism.

One conclusion that emerges from the existing literature, however, is that in
the presence of capital adequacy regulation, the effectiveness of monetary
policy may vary depending on how well-capitalized the banking sector is, and
that the new regulation is likely to alter the monetary transmission mech-
anism.16 Hence, if monetary policy is to become an effective tool to counter
the procyclicality problem inherent in Basel II, central banks will need to
monitor the financial conditions of the banking sector continuously. At the
same time, empirical research will need to ascertain the actual impact of the
new Basel Accord on the monetary transmission mechanism.

                                                          
16 See Tanaka (2002) for a formal discussion.
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The Workout of Banking Crises:
A Macroeconomic Perspective

Hans Gersbach and Jan Wenzelburger*

Abstract: This paper provides a macroeconomic perspective for government interven-
tions in banking crises. Such crises occur when a large number of banks fail to meet
capital requirements or are insolvent. Using a macroeconomic model with financial
intermediation, our analysis suggests that strict enforcement of capital-adequate rules
suffices in prosperous periods. Capital requirements serve as an indicator for crises
interventions in critical states which may require interest rate intervention and  re-
structuring of the banking industry. These policies can be reinforced by random bail-
outs and temporary financial relief, with a large percentage of the costs being covered
by current and future owners of banks.(Keywords: Financial intermediation, macro-
economic risks, banking crises, deposit insurance, banking regulation.(JEL D41, E4,
G2)

1 Introduction

The role of governments in banking crises is an unresolved problem which
continues to cause issues in banking regulation, cf. Bhattacharya, Boot and
Thakor (1998). It seems clear that the elimination of financial instabilities is
not possible with regulation. Thus, managing banking crises should be an
integral part of both banking regulation and macroeconomic policy. A banking
crisis occurs when a large number of banks fail to meet regulatory capital re-
quirements or even are insolvent. The cause of most banking crises can be
attributed to negative macroeconomic shocks as well as by contagion and am-
plification mechanisms that decrease a bank's capital. The crises in Latin
America of the 1980s and early 1990s, in East Asia later that decade, and the
more prolonged crisis-situation in Japan, for example, were to a large extent
caused by negative macroeconomic events, cf. Borio (2002). The devastating
effects of banking crises on economies, including budgetary consequences of
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possible government bail-outs, has brought the problem of optimal policy
design to the top of international policy agenda.

In this paper, we describe a macroeconomic perspective for policy measures
which allow to prevent a banking crisis. Furthermore, we show how govern-
mental authority should handle such a crisis when it occurs nevertheless. From
a macroeconomic viewpoint, the fate of a single bank is of little consequence
as long as the size of the bank and the externality of its failure are negligible.
Rather than considering the behavior of a single bank, the focus should be
turned on the whole banking sector. A macroeconomic perspective  must ac-
count for the feedback effects of banking crises and intervention policies on
the future evolution of an economy. Moreover, macroeconomic regulation
policies should focus on resolving a system-wide crisis in order to minimize
losses in GDP.

There are at least six macroeconomic policy measures in banking crises that
should be taken into consideration: strict enforcement of capital-adequacy
rules, deposit-rate controls and/or low short-term interest rates set by the cen-
tral bank, cartelization, restructuring of the banking sector, temporary financial
relief, and random bail-outs. Deposit-rate controls and cartelization have simi-
lar macroeconomic effects in closed economies and to a certain extent may be
seen as equivalent measures. Although a complete comparison of all possible
intervention policies is beyond the scope of this paper, the purpose of this
research is to provide a suitable framework for the assessment of at least some
of the above listed policy measures1

The development of our argument is based on a model in which financial in-
termediation is integrated into a macroeconomic model with overlapping gen-
erations, developed in Gersbach and Wenzelburger (2001, 2003). For tractabil-
ity, we use a relatively simple model of a bank and focus on aggregate solvency
problems of a banking system. We assume that the costs of closing many
banks including  the costs of  negative externalities incurred by such closures
are prohibitively high. This implies that most banks should and, in fact, will be
bailed out as soon as a system-wide financial distress occurs or banks do not
fulfill capital requirements. Moreover, we presume that the effects of bail-out
policy has little to no effect on the ex-ante behavior of banks. This presump-
tion rests on the assumption that the ex-ante behavior of an individual bank is
not grossly distorted, when banks are only bailed out in system-wide crises and
that socially undesirable incentive effects can be sufficiently reduced by ran-
domizing bail-outs. While bail-outs always entail moral-hazard problems, we

                                                          
1 The design of short-term interest rate policies for open economies requires a broader macro-

economic framework than provided here.



The Workout of Banking Crises: A Macroeconomic Perspective

CESifo Economic Studies, Vol. 49, 2/2003 235

feel that bail-out policies based solely on aggregate measures are less prone to
create undesired incentives.2

Our model is designed as a fully explicit stochastic difference equation which
allows a study of the effects of various policy interventions. A banking crisis
in our model is caused by exogenous macroeconomic risks which remain on
the balance sheets of banks and from a competitive framework which does not
allow for intermediation margins with sufficiently high risk premiums. This
leads to a vulnerable banking sector, which, over time, may develop a crisis-
situation. A repeated spell of negative macroeconomic shocks can turn a
banking system into a fragile state. Although banks can use new funds to cover
losses, a banking system which has lost its capital base will collapse with cer-
tainty. Therefore, capital-adequacy rules serve as an indicator for critical con-
ditions of the system when crises interventions become necessary. Based on
these considerations, we suggest the following three intervention stages:

1. Strict enforcement of capital-adequacy rules in normal states.

2. Interest rate intervention or cartelization and restructuring of the banking
industry in critical states, when capital-adequacy rules are violated.

3. Random bail-outs and temporary financial relief in bad states.

Any policy measure which hopes to avoid banking crises must consider not
only potential costs such as GDP lesses and shadow costs of taxation but also
the effectiveness of the policy and implementation time. At this stage our
analysis is not fully developed and thus the hierarchical order is still tentative.
There are at least four caveats in our three-stage intervention proposal. First,
banking crises are often linked with debt crises, currency crises, and crises in
asset markets. Financial instabilities of these types need a broader macroeco-
nomic perspective which may require other priorities. For instance, the appro-
priate interest rate policy central banks should adopt when banking and cur-
rency crises occur simultaneously  has yet to be resolved. Second, we do not
address the problem of bailing out a heterogeneous banking industry which
may already require incomplete bail-outs at the second stage as well as
mergers between banks. Third, the reason why contractual arrangements that
shift more macroeconomic risks to entrepreneurs or even to depositors are
not feasible and socially more desirable is far from obvious. Such arrange-
ments would reduce the probability of banking crises, thus making intervention
                                                          
2 Conceptually, random  bail-outs may be interpreted as a macroeconomic version of the con-

structive-ambiguity principle according to which a regulator has full discretion to close a bank.
Two concepts of constructive ambiguity have been discussed in the literature. In Freixas
(1999), the central bank follows a mixed strategy when deciding on the bail-out of a single
bank. In Goodfriend and Lacker (1999) and Repullo (1999), the central bank's bail-out policy
is non-random but perceived as being random by outside observers.
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superfluous. Fourth, while the work-out of banking crises should be the main
goal of a government, a large percentage of the costs should be covered by
current and future owners of banks.

The theoretical literature on banking is primarily concerned with the micro-
economic analysis of individual institutions and incentive problems within a
static partial equilibrium framework, where macroeconomic aspects are often
set aside. Two aspects have been debated intensively. The first aspect is
whether regulatory authorities should set capital requirements for banks. The
second one is whether banks which do not fulfill capital requirements or which
are in financial distress should be bailed out or closed. A large amount of lit-
erature has discussed the first aspect in great depth, thus we will briefly review
the second aspect. While bail-outs create well-known moral hazard problems,
it has long been recognized that the costs of closing a bank including the costs
of negative externalities may be prohibitively high. Mishkin (1995) and others3

have argued that this explains why bailing-out banks is socially desirable. The
decision whether or not to close a particular bank may depend on many indi-
cators, among which are the level of uninsured debt on a bank's balance sheet
(Freixas, 1999), the size of a bank (Goodhart and Huang, 1999), or aggregate
investment returns (Cordella and Yeyati, 1999).

Models that are able to address intervention policies from a macroeconomic
and from a system viewpoint are rare. The macroeconomic importance of
capital-adequacy rules was first emphasized by Blum and Hellwig (1995) who
showed that strict enforcement of capital-adequacy rules in critical states may
cause a socially harmful decline in aggregate bank loans. Erlenmaier and
Gersbach (2001) investigate bail-out policies from a macroeconomic perspec-
tive and demonstrate that forcing some banks randomly into bankruptcy may
improve the refinancing conditions of other banks so that these remain solvent.

The paper is organized as follows. In the next section, we introduce the
framework of our model including possible policy measures. In Section 3, we
summarize our main insights. In Section 4, we provide a tentative discussion
of how an optimal policy mix should be structured and Section 5 concludes
with a discussion of open research issues.

                                                          
3 Depending on the evaluation of the different costs, authors come to different conclusions about

the desirability of government interventions. While Freixas, Parigi and Rochet (1998), San-
tomero and Hoffmann (1998), or Cordella and Yeyati (1999) support this view, authors like
Humphrey (1986) and Schwartz (1995) advocate a non-interventionist's view. A comprehen-
sive discussion of the issue is found in Goodhart (1995).
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2 The framework

2.1 Macroeconomic environment

In order to structure our reasoning we briefly review an overlapping genera-
tions model with financial intermediation introduced in Gersbach and Wenzel-
burger (2001). Time is infinite in the forward direction and divided into dis-
crete periods indexed by t. There is one physical good that can be used for
consumption or investment. Each generation consists of a continuum of agents
with two-period lives, indexed by [0,1]. Each individual of each generation
receives an endowment e of goods when young and none when old. The en-
dowment  may be thought of being obtained from short-term production with
inelastically supplied labor. Generations are divided into two classes. A frac-
tion η  of the individuals are potential entrepreneurs, the rest η−1  of the
population are consumers. Potential entrepreneurs and consumers differ in the
fact that only the former have access to investment technologies.

Consumers are endowed with preferences over consumption in the two periods of
their lives with 21

tt c,c  denoting youthful and old-age consumption of a consumer

born in period t, respectively. For tractability, let )c,c(u tt
21  = )cln( t

1  +

)cln( t
2δ be the intertemporal utility function of a consumer, where )( 10 << δδ

is the discount factor. Each young household saves inelastically the amount

δ
δ
+

=
1

es  and s)(S η−= 1 is the aggregate savings of all households.

Each entrepreneur has access to a production project that converts period-t
goods into period-t + 1 goods. For simplicity, we assume that potential entre-
preneurs are risk-neutral and consume only when old. e + I are the required
funds for an investment project. An entrepreneur must borrow I units of the
goods in order to undertake the investment project. The entrepreneurs are het-
erogeneous and indexed by a quality parameter i which is uniformly distrib-
uted on [ ]η,0 . Banks cannot observe the quality of investment projects and are
thus subject to adverse selection problems. We assume that banks have access
to sufficiently efficient monitoring to secure either the maximal possible loan
and interest repayment of the entrepreneurs or the liquidation value of their
projects.4 If an entrepreneur of type i obtains additional resources I and decides
to invest, his investment returns in the next period amount to

                                                          
4 A detailed discussion of the interaction between adverse selection and moral hazard in the

underlying financial intermediation model can be found in Gersbach and Uhling (1999).
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),Ie(qf)i()Ie,q(f i ++=+ 1

where f denotes a standard atemporal neoclassical production function. The
parameter +ℜ∈q  is subject to exogenous stochastic noise governed by an iid

process which is uniformly distributed on the compact interval [ ] .q,q +ℜ⊂

Entrepreneurs are contract takers and operate under limited liability. Given
some loan interest rate rc and banks monitoring technologies, the expected
profit of an investing entrepreneur i is

{ } ),dq(,)r(I)Ie(fq)i(max:)r,i( c
*

c µ011 +−++=Π ∫ℜ
where µ  denotes the probability distribution of the shocks. The expression for

the expected profit )r,i( cΠ  of entrepreneur i can be derived analytically but,
in the context of this paper, is of no interest for our argument.

There are )n(n 1>  banks, indexed by j = 1, ...,n, that are capable of financing
entrepreneurs. Banks are owned by the entrepreneurs. The ownership of banks
is transferred to the next generation through bequests. Each bank j can sign
deposit contracts )r(D d

j , where d
jr  is the deposit interest rate. Loan contracts

of bank j are denoted by )r(C c
j , where c

jr  is the loan interest rate and where

all banks offer the same loan size I which is fixed once and for all. All deposits
and loan contracts last for one period. A risk-neutral entrepreneur with quality
parameter [ ]η,i 0∈  will invest, if

{ } { }.rmaxe)r,i(max d
j

nj

c
j

nj
+≥Π

≤≤≤≤
1

11

The three different sectors of the economy, consumers, entrepreneurs, and
banks are displayed in Fig. 1.

2.2 Banking sector

We distinguish between two possible intermediation games that determine the
interest rates in each period. In the first scenario, banks set deposit and loan
rates without any regulator intervention. In the second scenario, a regulator
stipulates interest rates on deposits, denoted by rd, and thus applies deposit rate
control. In Sec. 2.3, we will outline how other policy measures may be inte-
grated into this framework. The time-line of actions in the economy within a
typical period t is as follows.
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Figure 1

Sectors of the economy

1. Old entrepreneurs pay back with limited liability. The current deficits or
reserves are determined. Excess reserves are distributed among shareholders
according to pay-out rules.

2. In the first scenario, banks set interest rates on deposits and loans under
strict enforcement of capital requirements. In the second scenario, either
banks' realized profits are too low or they made losses. A regulator will in-
tervene by setting fixed interest rates on deposits. Banks will set interest
rates on loans and offer deposit contracts to consumers as well as deposit
and credit contracts to entrepreneurs.

3. Consumers and entrepreneurs decide on a preferred contract. Resources are
exchanged and banks pay back depositors.

4. Young entrepreneurs produce subject to a macroeconomic shock.

Let d denote the current capital level of the banking system. There are two
boundary values for d. Denote by 0>−= SI:d η  the value of reserves that

would allow all entrepreneurs to invest, since .IdS η=+  If dd > , then banks
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have more reserves than needed to finance all entrepreneurs and hence excess
resources are available for any pair of deposit and loan interest rates. Similarly,
let [ ]eS:d η+−=  denote the maximal deficit level that still allows to balance
liabilities in a particular period. If dd = , then all savings are needed to pay
back obligations to the previous generation, thus preventing the financing of
new investment projects. dd <  ensures that there are enough saving entrepre-
neurs to meet the liabilities of the previous generation and to finance new in-
vestment projects. If dd < , then the banking system cannot fulfill its obliga-
tions anymore and as a whole is bankrupt, thus causing  the economy to collapse.

An intermediation problem therefore arises only when [ ] .d,dd ∈  Assuming
that depositors are fully protected through bail-outs of the next generation, a
subgame-perfect equilibrium of the intermediation game is a tuple

{ } { }{ }n
j

*c
j

n
j

*d
j r,r 11 ==

such that entrepreneurs take optimal credit application and saving decisions
and no bank has an incentive to offer different deposit or loan interest rates.
According to Proposition 1, Gersbach and Wenzelburger (2001), for each

[ ]d,dd ∈ , a unique subgame-perfect equilibrium exists for both intermedia-
tion scenarios. In the first scenario, all banks have the same deposit and
loan interest rates in equilibrium which, in addition, coincide and are equal
to r* = r* (d). The equilibrium interest rate r* (d) is uniquely determined and
implicitly defined by

[ ]d,dd)),d(*r(e))d(*r),d(i( G ∈+=Π 1 ,

where [ ]η,)d(iG 0∈  is such that savings and investments are balanced, i.e.,

(1) [ ] [ ]d,dd,I)d(id)d(eiS GG ∈−=++ η

All entrepreneurs [ ])d(i,i G0∈  save and all entrepreneurs [ ]η)d(ii G∈  invest.

In the second scenario with a regulator setting rd ≤ r* (d) for the deposit inter-
est rate of all banks, loan interest rates coincide in equilibrium and are equal to
rc* = rc (d, rd) among all banks. Similarly, the (equilibrium) loan interest rate
rc (d,rd) is uniquely determined and implicitly defined by

[ ]d,dd),r(e))r,d(r),d(i( ddcG ∈+=Π 1 ,

where iG (d) is given in (1). Loan interest rates have the following properties:
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rc* > r* if rd <r* and 
d

dc

r
r,d(r

∂

∂  < 0.

Hence, by setting rd below r* the regulator can induce positive intermediation
margins and thus profits for banks.

An important feature of the subgame-perfect equilibrium is that banks receive
no premium on the default risk of firms that is caused by negative macroeco-
nomic shocks. This is a consequence of banks' optimization behavior and the
price competition in the banking sector. Much of the analysis in this paper
depends on this strong presumption which is responsible for zero intermedia-
tion margins. Similar results are likely to be obtained for less extreme cases in
which intermediation margins are low. However, the situation will change, if
banks can fully internalize downside risks so that macroeconomic risks are
reflected in loan pricing. A banking system will then become less vulnerable.
Note that the symmetric behavior of banks considerably facilitates the analysis
of the banking system as a whole.

2.3 Intervention rules

We shall now discuss two intervention policies. Consider first strict enforce-
ment of capital-adequacy rules. A capital-adequacy rule  is usually defined as
a threshold for the ratio between the reserve level of a bank and its credit vol-
ume. Since the banks in our model behave symmetrically, this capital require-
ment will be formulated for the whole banking system. A (prospective) cap-
ital-adequacy rule is the requirement that the banking system fulfills

(2) α
η

≥
− I))d(i(

d
G ,

where 0 ≤ α  ≤ 1. The capital requirement (2) defines a threshold for the re-
serve levels of the banking system as a percentage α  of the current credit
volume .I))d(i( G−η  Setting aside the complications surrounding the equity
of a bank, we may set α  to 0.08. This captures the spirit of the first Basel
Accord. In our case, strict enforcement of capital-adequacy rules means that
each bank (and thus the banking system) must fulfill the capital requirement
(2) in the same period in which new credit and deposit contracts are offered.
Otherwise a bank is forced to declare bankruptcy. In principle, banks could
comply with the capital-adequacy rule (2) by an immediate reduction of the
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loan size I for investment projects.5 This case is analyzed in Gersbach and
Wenzelburger (2003).

A second intervention policy consists of suspending strict enforcement of the
capital-adequacy rule and intervening with other measures. Let us discuss a
regulator who intervenes by ceiling the deposit rates as soon as reserves have
fallen below a critical level and strict enforcement of capital-adequacy rules
has been suspended. Such an intervention rule is referred to as interest-rate
intervention or, equivalently, cartelization intervention. Let dreg denote the
critical level of reserves at which a regulator anticipates that strict enforcement
of capital-adequacy rules is insufficient. An interest-rate intervention rule

[ ] +ℜ→d,d:ψ  is given by setting

(3) )d(r)d(g:)d(r *d ==ψ ,

where r* (d) is the equilibrium interest rate and [ ] [ ]10,d,d:g →  is some non-
decreasing function with

0=:)d(g  and 1=)d(g  for regdd ≥ .

ψ is designed to model a regulator who intervenes with an otherwise competi-

tive outcome if d < dreg. In doing so, ))d(,d(rr cc ψ=  describes the loan

interest rate for all values of [ ]d,dd ∈ , whereas )d(r)d(r)d( c* ==ψ  is
equivalent to the competitive outcome without intervention. g may be continu-
ous but could also be defined by setting 0=:)d(g  for [ ]regd,d∈ .

Note that interest-rate intervention with rd = 0 is equivalent to allowing the
banking industry to form a cartel. In such a cartel, banks would coordinate on
deposit interest rates and then choose loan interest rates such that aggregate
profits are maximized and investments and savings balance. An important
feature of the model is that low deposit rates will cause high loan interest rates
and thus large intermediation margins. Qualitatively, however, it suffices that
intermediation margins increase sufficiently. The fundamental prerequisite for
successful interest-rate interventions is a low interest-rate elasticity for depos-
its which is assumed to be zero throughout this paper.6

                                                          
5 This assumption is a simplification. Since in our model banks cannot observe the quality of an

investment project, satisfying regulatory requirements by reducing loans symmetrically across
all entrepreneurs is optimal for banks.

6 The scope of this intervention rule is, of course, limited as soon as banks have to fear large
deposit withdrawals.
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Two other policy measures for managing a banking crisis can be fitted  into
our framework in a straightforward manner. The first measure aims to increase
a bank's reserves in a particular period by subsidizing the bank. These subsi-
dies could be financed by taxing endowments of consumers and entrepreneurs.
The second measure includes the application of random bail-outs in order to
cancel out the balance sheets of a randomly selected group of banks. This will
decrease deficits and is applied when the banking system has accumulated
deficits. To fulfill deposit insurance, depositors of defaulting banks must be
compensated with taxes from consumers and entrepreneurs. It should be noted
that taxing endowments not only reduces savings of consumers but also equity
of entrepreneurs thus creating further feedback effects.

A third policy measure is that of a short-term interest-rate policy from a central
bank. However, such an intervention requires a monetary framework which
our model lacks. It is an open issue whether central-bank interest-rate policies
can replicate effects similar to those of deposit rate controls in real models.

2.4 Evolution of the economy

We are now in a position to set up equations which govern the evolution of the

capital of a banking system. Let [ ]d,ddt ∈  be the current level of reserves
(deficits) at the beginning of an arbitrary period t and assume that the firms
have encountered the shock qt. Then, according to Gersbach and Wenzelburger
(2001), repayments of firms are given by

{ }di))r,d(r(I),Ie(fq)i(min)r,q,d(P d
t

c
t

)d(i

d
tt

t
G

+++= ∫ 11
η

,

where rc (dt, rd) is the equilibrium loan interest rate. Banks raise funds
S + eiG (dt) that have to be repayed with interest at the end of period t. For

each q and each rd ≥ 0, let the function ( ) [ ] [ ]d,d)r(:d,d:r,,qG dd +→⋅ 1  be
defined by

[ ]




 ++−= )r()d(eiS)r,q,d(P,dmin)r,d,q(G dGdd 1 .

Given a policy rule ψ  as defined in (3), the new level of reserves dt+1 is then
determined by

(4) [ ]d,dd)),d(,d,q(Gd ttttt ∈=+ ψ1 ,
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where qt is the current shock. Equation (4) is a stochastic difference equation
which governs the evolution of banks' capital. Since we assume that { } Ν∈ttq  is
an iid process, the sequence of reserves { } Ν∈ttd  generated by (4) is a Markov
process, see Lasota and Mackey (1994). This Markov process is bounded from
above and from below. If 01 ≥+td , then all depositors have been repayed and

1+td  represents the reserves of banks at the beginning of period t + 1. The
minimum operator appearing in the definition of G implies that reserve levels
above the value d  will be payed out to the entrepreneurs who are assumed to
own the banks. If 01 << +tdd , then the banks made losses and 1+td  is the
amount of liabilities that could not be covered by the entrepreneurs' loan re-
payments. Hence, banks in period t + 1 must raise enough new funds to pay

1+td  back to the depositors born in period t. If ddt <+1 , then, as discussed
above, banks are bankrupt and the economy collapses.

Finally, if [ ]d,dd ∈  is the reserve level of an arbitrary period, aggregate
income of the economy is

(5) di)Ie(qf)i(e)q,d(Y
)d(iG

∫ +++=
η

1 .

Since iG(d) is decreasing in d, it is clear that Y (d, q) is increasing in d. Hence,
high reserve levels of the banking system in our model are good for the econ-
omy in the sense that more entrepreneurs can be financed. Of course, one
might think of other channels through which higher bank capital might lead to
higher aggregate income. However, we do not expect that the policy implica-
tions for managing banking crises will fundamentally differ from the case
developed here.

3 Intervention from a macroeconomic perspective

3.1 The need for intervention

In this section we argue that a competitive banking system  may fail to prevent
a system-wide insolvency of the banking sector. This, in turn, may result in a
collapse of the economy. An insolvency, such as this one, may occur regard-
less of whether or not the system is subject to regulatory capital requirements.
A collapse is a state of the economy in which banks' obligations to depositors
cannot be fulfilled. Using a macroeconomic perspective, we discuss possible
intervention policies of a regulating authority capable of preventing a collapse
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and aimed at avoiding economic downturns with low aggregate income in-
curred by such a banking crisis.

It is relatively easy to establish (Gersbach and Wenzelburger, 2001, Lemma 4)
that intervention is unnecessary, provided that macroeconomic shocks are
sufficiently positive. In such cases, aggregate productivity of firms and hence
their repayments are high enough to prevent the banking system from suffering
a large-scale default of firms. If macroeconomic shocks are negative, however,
banks incur higher losses from firm defaults than their equity interest earnings.
In this case, a bank's capital will decrease.

Propositions 3 and 4 in Gersbach and Wenzelburger (2001) show that the
economy will collapse with probability one, if aggregate productivity of firms
is on average too low. A sufficiently negative shock induces a decline in the
repayment capacity of firms and thus results in losses for banks. To cover
these losses, banks need new funds on which they must pay interest. However,
since intermediation margins are too small and repayments are on average too
low, the banking system is unable to recover from losses and will collapse
after sufficiently many periods. Interestingly, this collapse will occur with
certainty independently of any initial reserve level prescribed by a capital-
adequacy rule.

One of the main reasons for this inability to recover from losses is that the
competitive setup of the banking system does not allow for a (sufficiently
high) premium on macroeconomic risks. The interplay between a highly com-
petitive banking industry, the common exposure of banks to the risk of failing
debtors, and insufficient repayment capacities makes a banking system vulner-
able and thus necessitates intervention beyond capital adequacy. Capital-
adequacy rules serve as an indicator for the necessity of crises interventions.

Two forms of banking crises can be distinguished � critical states, when capital
in the banking sector is below regulatory capital but still positive, and bad
states, when the banking system is insolvent. As discussed above (see also
Gersbach and Wenzelburger, 2001), an insolvent banking system does not
collapse immediately because banks can use new funds to cover deposit obli-
gations. If new funds cannot cover these losses, a collapse will occur. The state
of the economy in which  bank losses are equal to funds from new depositors
is called consumption trap. In a consumption trap, the accumulated deficit
level is maximal and equal to d . All new funds are needed to cover current
liabilities such that no profitable investments can be financed and aggregate
income is minimal. From a macroeconomic perspective, the broad objective of
crises intervention should therefore be to minimize the risk of situations in
which a banking system is left with an insufficient capital base in order to
prevent a severe decline in GDP.
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3.2 How intervention works

As argued above, the macroeconomic goal of any intervention policy should
be to reverse bad and critical states in which banks' capital base and aggregate
income are low and to sustain good states with sufficiently high reserve levels
in which aggregate income is high. Let us investigate how intervention can
achieve this goal by focusing on the two intervention policies introduced in
Sec. 2.3: strict enforcement of capital-adequacy rules and deposit rate control
which, in the context of this paper, is equivalent to a cartelization of the bank-
ing industry.

Reversing bad states requires that the banking system alone or with the help of

a regulator can decrease the current deficit such that the region ( ]d,0  is
reached within finite time. In technical terms, this means that each trajectory
{ } Ν∈ttd  of system (4), which is allowed to start with an arbitrary capital level

( ]d,dd ∈0 reaches the interval ( ]d,0  in finite time with probability one.
Preserving good states requires that either the banking system itself or the
regulator is able to sustain the current level of reserves within the range

[ ]d,dreg . This implies the existence of an intervention rule ψ  such that each

trajectory { } Ν∈ttd  of (4), which is allowed to start with any reserve level

[ ]d,dd reg∈0 , stays within the interval [ ]d,dreg .

Interest-rate intervention

We first discuss interest-rate intervention. In order to prevent collapse, an
intervention policy has to ensure that all future deficits remain above d with
certainty. This is satisfied, if

,d))d(,q,d(G ≥ψ  for all [ ] [ ]q,qq,d,dd ∈∈ .

Proposition 5 in Gersbach and Wenzelburger (2001) shows that there always
exist an interest-intervention rule ψ  that avoids collapse. However, when
regulatory intervention with interest rates aims only at avoiding collapse, the
economy is likely to remain with low aggregate incomes, that is, with low
GDP levels. This phenomenon is illustrated in Fig. 27 which displays a par-

                                                          
7 Colored versions of Figures 2-5 can be found on the website

http://www.uni-bielefeld.de/ ~boehm.
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ticular example for which the economy converges to the consumption trap d .
Here we have set I = 80 for the loan size, whereas the parameter 031.=γ
corresponds to a 'laissez-faire policy' aimed at just preventing collapse. Notice
that 8−≈d . The complete parameterization is found in Appendix A.

Interventions must be substantially stronger in order to preserve good states.
We consider this much more demanding problem in two steps: first, avoidance
of converging to the consumption trap and second reversing bad or critical
states. To avoid the consumption trap, intervention rules must prevent the
deficits from converging to d such that all future deficits stay strictly above d
with certainty. This aim requires an interest-intervention rule ψ  such that

d))d(,q,d(G >ψ

at least for deficit levels d close to d and sufficiently positive shocks qq > .

Lemma 5 in Gersbach and Wenzelburger (2001) shows that, under certain
additional conditions, setting deposit rates )d(r d ψ=  sufficiently small pre-
vents the economy from converging to the consumption trap. The economy
may become arbitrarily close to the trap, but deficits can be kept strictly above
d  with certainty.

In order to reverse bad and critical states, any intervention policy not only
must be able to prevent the consumption trap but also to reduce the current
deficit by creating profits for banks through higher intermediation margins.
Thus, we seek an interest-rate intervention rule ψ  such that

)d,d(d,d))d(,q,d(G reg∈>ψ

with sufficiently high probability. According to Proposition 7 in Gersbach and
Wenzelburger (2001), an interest-intervention rule ψ  exists which reverses
bad states, provided that repayments of firms are on average high enough.

Necessary conditions for preserving good states require intervention rules

which keep reserves within the interval [ ]d,dreg , where regd  denotes the

regulatory capital level below which a regulator takes action. This aim requires
a policy rule ψ  that ensures

,d))d(,q,d(G reg≥ψ  for all [ ] qq,d,dd reg ≥∈ .
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Figure 2

Convergence to the consumption trap, I = 80, γ = 1.03

Sufficient conditions for preserving states within [ ]d,dreg  are given in Propo-

sition 8 in Gersbach and Wenzelburger (2001). Fig. 3 provides an example in
which bad states are reversed by means of interest-rate intervention with strong
reduction of deposit rates, 10=γ . It is easily in Fig. 3 that the banking system
is capable of maintaining a state of economic prosperity without regulation
where their reserve levels are relatively high. We show in Gersbach and Wen-
zelburger (2001) that maintaining states of economic prosperity by using an
interest-rate intervention policy requires a greater firm productivity than that
required to bring a state of prosperity to an already depressed economy.
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Figure 3

Reversing bad and preserving good states, I = 80, γ = 10

Strict enforcement of capital-adequacy rules

We now turn to the enforcement of capital-adequacy rules. Obviously, if d ≤ 0,
strict enforcement of capital-adequacy rules will imply an immediate bank-
ruptcy of banks and thus an immediate collapse, because banks are by no
means able to meet this requirement. A strict enforcement of capital-adequacy
rules is only successful when the bank's reserves are sufficiently high. Below a
certain loan size threshold, banks encounter excess deposits even when all
entrepreneurs invest. Loan sizes cannot be lowered below this threshold value
without causing a substantial decline of banks' reserves in the next period.
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Preserving good states may also be achieved by delayed enforcement of
capital-adequacy rules, where the regulator allows some additional time
within which banks must fulfill the capital-adequacy rule. Ongoing research
(Gersbach and Wenzelburger, 2003) investigates conditions under which
capital-adequacy rules suffices to prevent the consumption trap. Again, it is
intuitively clear that entrepreneurs' repayments must be sufficiently high.

The success of capital requirements seems to depend on economic fundamen-
tals in a much more complicated manner than interest-rate interventions. Strict
enforcement of capital-adequacy rules may enhance the average productivity
of firms and thus their repayments. However, when macroeconomic shocks
cause the capital base of a banking system to fall below a certain threshold,
strict enforcement of capital-adequacy rules cannot resolve a banking crisis
and its use would be harmful. From a macroeconomic viewpoint, however,
capital-adequacy rules serve as an indicator when crises interventions such as
interest-rate interventions become necessary.8

4 Towards an optimal policy mix

Up to this point our discussion of intervention policies has been concerned
with those aimed at protecting an economy from long-lasting periods of low
aggregate income. Taking a macroeconomic perspective, we turn our discus-
sion toward a combination of socially desirable policy measures. Although this
issue is not treated explicitly in our cited papers, we would like to outline some
basic ideas. Clearly, immediate intervention is not needed as long as the
banking system's capital is well above a suitably prescribed regulatory level. In
such a case, the banking system has a good chance to remain in a proper
condition.

Strict enforcement of capital-adequacy rules can still work for a banking sys-
tem whose reserve levels are close to regulatory capital. However, as pointed
out by Blum and Hellwig (1995) and confirmed by our analysis, the regulatory
dilemma is that a strict enforcement policy in critical states implies an aggre-
gate reduction of bank credits which may be socially harmful.

If the banking system's capital is below a certain level, there is no chance that
capital-adequacy rules can be fulfilled. In such cases, strict enforcement of
capital-adequacy rules is insufficient to prevent a banking crisis and for this
reason should be temporarily suspended. A strict-enforcement policy would

                                                          
8 The proposed revision of the Capital Accord (Basel II) makes capital requirements more risk-

sensitive. These capital requirements seem to be more pro-cyclical than the current arrange-
ments and thus may increase the need for crises interventions.
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lead to large-scale bankruptcies of banks and thus to large losses in GDP.
Therefore, as soon as banks' capital has substantially fallen below regulatory
capital, alternative policies that help to increase recapitalization of banks are
necessary. As argued above, this can be achieved by ceiling interest rates on
deposits or, equivalently, by allowing for a short-term cartelization of the
banking industry.9

The time required for a banking system to recover from a crisis with interest
rate intervention may be quite lengthy. Fig. 4 illustrates this situation and is
identical to Fig. 3 with the exception that the interest-rate intervention is less
stringent )..( 31=γ  A comparison of both panels shows that a weaker inter-
vention policy may delay the recovery of the economy in terms of GDP con-
siderably. This is costly  for an economy.

Another issue is that low productivity of firms might require stronger inter-
vention rules. This is witnessed in Fig. 5 which differs from Fig. 3 in that pro-
duction elasticity is lowered to a = 0.39. Despite persistent interest-rate inter-
ventions, the GDP level does not recover and remains relatively low.

                                                          
9 Possibly with limitations on dividend pay-out policies of banks.
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Figure 4

Delayed reversal of bad states, I = 80, γ = 1.3

In order to accelerate the recapitalization of the banking sector, temporary
financial relief for banks financed by taxing consumers and entrepreneurs may
be appropriate. However, as much costs as possible should be covered by cur-
rent and future owners of banks.10 Temporary financial relief as an ultimate
measure could be combined with random bail-outs, where a certain fraction of
banks are forced into bankruptcy. To avoid contagion and run effects on other
banks, a regulator might pledge and ensure that the remaining banks are bailed

                                                          
10 For example, a government could grant loans with low interest rates that must be payed back, if

the bank survives.
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out. As long as the fraction of defaulting banks is small and negative external-
ities for the economy remain negligible, such random bail-outs have three
advantages over a complete bail-out. First, the level of subsidies required to
save the banking system decreases. Second, the surviving banks may take over
assets of defaulting banks thus receiving new funds for refinancing purposes.
Both effects improve the financial position of the surviving institutions. Third,
allowing some banks to go bankrupt in crises alleviates negative incentive
effects of bail-out policies.

In summary, our policy proposal intends to provide a useful start for policy
guidelines for managing banking crises. The analysis of our simple model
suggests that crises interventions should start with interest-rate ceiling or car-
telization, respectively, when strict enforcement of capital-adequacy becomes
too costly. In order to enhance the recapitalization of banks, temporary finan-
cial relief accompanied by random bail-outs should be taken into consid-
eration.

5 Further research issues

While most of our results may be derived in a more or less straightforward
manner, many unresolved issues remain. First, from a theoretical point of
view, it remains unclear whether the exposure of a banking system to macro-
economic risks cannot be reduced. On the one hand, loan interest rates could
contain a premium for macroeconomic risks that provides an additional buffer
against losses. Currently, banks are moving in this direction. On the other
hand, removing macroeconomic risks from the balance sheets of banks could
be achieved by conditioning deposit and loan contracts on the major risk fac-
tors. There is a variety of arguments why such arrangements have not been
implemented yet, e.g., see Hellwig (1998) and Gersbach (1999). However,
since entrepreneurs and depositors will always bear the risk as well as the costs
of a banking crisis, an efficient contractual allocation of macroeconomic risks
that shifts more risk to entrepreneurs and depositors might become feasible in
the future.
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Figure 5

Failure of reversing bad states, I = 80, , γ = 10, α= 0.39

Second, the scope of this research has essentially been a normative one. An
equally important issue is whether a proposed policy measure will indeed be
implemented by a regulator or a central bank. An important selection of the
literature has investigated the incentives for a regulator to apply closure rules
from a more microeconomic perspective. Boot and Thakor (1993) examined
closure rules that result in socially optimal bank portfolio choices. They find
that a closure policy that is optimal from the regulator's point of view may not
be strict enough to be socially optimal as well. The analysis has been extended
by Acharya and Dreyfus (1989), Fries, Mella-Barral and Perraudin (1997), and
Mailath and Mester (1994). The question of which government agency should
make bail-out decisions is investigated in Repullo (1999). He finds that central
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banks should be responsible for dealing with small solvency shocks, while a
deposit-insurance agency should be in charge of the larger ones. The macro-
economic aspects of these considerations are usually not discussed. As for
other matters, stringent intervention rules which force current generations to
bear the costs of a banking crisis will be implemented only if politics is con-
cerned about future generations.

Third, a macroeconomic perspective could and should be complemented by an
analysis of the contagion risk within a complex network of interbank dealings,
as recently developed and exemplified by Elsinger, Lehar and Summer (2002).
Contagion can be triggered by negative macroeconomic shocks and thus may
increase the necessity for regulatory intervention.

Finally, an adequate treatment  of the role of central banks in a banking crisis
has yet to be accomplished. It is by no means obvious to what extent  mere
monetary policies, such as the lowering of short-term interest rates, are capable
of resolving a banking crisis. To address this issue as well as banking crises
which are caused by liquidity squeezes and international financial distress, one
needs a model that takes international capital movements, exchange rates, and
feedback effects on the domestic economy into account.

A Parameterization of the model

All simulations of the paper are carried out with the program package
MACRODYN, cf. Böhm (2003). We used the following parameterizations:

1. Endowments: e = 10, discount factor 50.=δ , fraction of entrepreneurs
480.=η .

2. Shock process: { }ttq  iid, uniformly distributed on [ ]q,q  with

1087 == q,.q .

3. Technology: Cobb-Douglas production function
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The parameter α  determines regd  and γ  describes the adjustment speed of

the deposit-rate ceiling. The particular values for the remaining parameters, the
loan size I and the adjustment speed γ  are read off the corresponding captions.
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Regulatory and Supervisory Independence and
Financial Stability

Marc Quintyn and Michael W. Taylor*

Abstract: Despite its importance, the issue of financial sector regulatory and supervi-
sory independence (RSI) has received only marginal attention in literature and prac-
tice. However, experience has demonstrated that improper supervisory arrangements
have contributed significantly to the deepening of several recent systemic banking
crises. In this paper we argue that RSI is important for financial stability for the same
reasons that central bank independence (CBI) is important for monetary stability. The
paper lays out four key dimensions of RSI-regulatory, supervisory, institutional and
budgetary – and discusses ways to achieve them. We also discuss institutional ar-
rangements needed to make independence work in practice. The key issue in this re-
spect is that agency independence and accountability need to go hand in hand. The
paper discusses a number of accountability arrangements. (JEL G18, G28, K23, L50)

1 Introduction and summary

This paper argues that bank regulators and supervisors need a comparable
degree of independence with respect to their mandate as that now widely en-
joyed by central bankers in respect of monetary policy. What we term regula-
tory and supervisory independence (RSI) – both from the government and the
industry – is essential for the achievement and preservation of financial (sec-
tor) stability.1 At the same time, given the crucial role of banking supervision,
the paper argues that proper channels of accountability need to be established
to complement agency independence and make it work. It also contends that
regulatory and supervisory independence complements central bank independ-
ence (CBI) to achieve or preserve the twin goals of monetary and financial

                                                          
* International Monetary Fund.
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1 References to agency “independence” in this paper should always be taken to be references to
RSI. The term “independent regulation” has been used elsewhere to describe bank regulation
conducted outside the central bank (see Vives, 2000b for instance), but that is not the sense in
which we use it here.
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stability. The paper also provides practical advice as to how independence and
accountability can be achieved.

Although an increasing number of papers are being written about regulatory
and supervisory issues, RSI has not been discussed in a systematic way. A
survey of the existing literature indicates that scholars either make only a
passing mention of it, or take its desirability for granted without much further
analysis.2 The reasons why regulatory independence might be desirable and
how it can be achieved have not hitherto received a thorough examination.
This paper aims to remedy this deficiency.

Two factors have served to give the need for RSI greater prominence in recent
years. First, in almost all of the systemic financial sector crises of the 1990s,
weak and ineffective regulations – often because vested interests block the
adoption of stronger regulations – weak and dispersed supervision, and politi-
cal interference in the supervisory process leading to regulatory forbearance
have been mentioned as major factors contributing to the weakening of banks
in the run-up to the crisis, postponing recognition of the severity of the crisis,
and delaying first official and subsequently effective intervention.

A second factor to have highlighted the importance of RSI is the discussion on
the most appropriate regulatory and supervisory structure, including the or-
ganizational structure of banking supervision within or outside the central
bank. The growing tendency to move to unified (or integrated) financial sector
supervision often involves removing the banking supervision function from the
central bank, where it had previously enjoyed a relatively high degree of inde-
pendence derived from the central bank’s independence with respect to its
monetary policy functions. So, there is a concern that removing banking su-
pervision from the central bank will create a less independent function than
previously existed, also because discussions about unification have revealed
greatly varying levels of independence among regulatory agencies, leading to a
debate about the appropriate degree of independence for the new, unified
agency.3 On the other hand, the creation of a supervisory superpower raises
fears about too great a degree of power for this institution – in particular if the
institution becomes part of the central bank.

To make the concept of RSI operational, the paper sets out four dimensions of
independence – regulatory, supervisory, institutional, and budgetary – and
suggest ways to achieve them. Because of the key role of the supervisory

                                                          
2 The Basel Core Principles for Effective Banking Supervision have certainly drawn attention to

the topic. Core Principle 1 explicitly requires that the bank regulatory agency possess “opera-
tional independence and adequate resources”.

3 Evidently, the arguments in favor of independence apply to the regulators of all subsectors of
finance.
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function, this function will receive more attention than it typically receives in
the literature on agency independence.4

Arrangements for agency independence are not sufficient for effective regula-
tion and supervision. Proper accountability measures are fundamental to reap
the benefits of agency independence. Rather than regarding independence and
accountability as being on a continuum, involving trade-offs between the two
objectives, the paper argues that they are complementary. The paper also ar-
gues that, in light of the essential function of supervision and its features, ac-
countability is even more important than in other regulatory agencies. We,
therefore, provide a set of criteria to ensure accountability.

Institutional arrangements and the prevailing political culture also matter to
achieve effective independence. The paper reviews first the arguments in favor
of and against housing the supervisory function in the central bank, as well as
the arguments used in the recent trend to integrate sector supervisory func-
tions. It is recognized that RSI could benefit from the independence of the
central bank, as well as from the fact that several central banks have received
regulatory powers in their charters. On the other hand, conflict of interest and
the danger of reputational damage are arguments against having supervision in
the central bank.

Subsequently, the need for checks and balances in the government system to
make agency independence work is emphasized. The fewer checks and bal-
ances there are the easier and less costly it is for the authorities to override or
undermine agency independence.

The paper is structured as follows. Section 2 sets the stage by providing a few
obvious examples where the degree of independence and accountability ap-
pears to have been inadequate. Section 3 reviews the case for regulatory inde-
pendence. Section 4 presents four dimensions of independence in the typical
case of financial sector regulation and supervision. Section 5 discusses the
issue of political control and accountability and formulates a number of ways
to establish accountability. Section 6 reviews institutional arrangements to
make independence work. The main conclusions are presented in Section 7.
The appendix (available at www.cesifo-economic-studies.de) presents an
overview of selected independence and accountability arrangements in a sam-
ple of countries.
                                                          
4 The literature on agency independence often only refers to “regulators” either because the

regulatory function is the dominant function, or in its dual function of regulator and supervisor.
With respect to the financial sector it is important to keep in mind the distinction between both
functions. As Quinn (1998) argued, both jobs might be performed by one and the same person,
but they perform different tasks – respectively rule-setting and rule-implementation and en-
forcing. The reader should bear in mind that when this paper uses the word “regulators”, it is
only for the sake of conciseness.
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2 Experiences with lack of independence

The case for RSI can be supported by the actual experience of a number of
countries where inadequate independence arrangements have contributed to
financial instability.5 Protection of weak regulations by politicians and for-
bearance as a result of political pressures (preventing the regulators from tak-
ing action against institutions that they were aware needed to be intervened)
are the two most common types of undermining the integrity of the supervi-
sory function.

Korea prior to the 1997 crisis provides one example of the effects that a lack of
independence can have on banking supervision. Commercial banks were under
the direct authority of the monetary board (the governing body of the Bank of
Korea) and the Office of Banking Supervision. Specialized banks and nonbank
financial institutions were under the direct authority of the Ministry of Finance
and Economy. The ministry’s supervision of the nonbanks was generally rec-
ognized as being weak and, moreover, created conditions for regulatory arbi-
trage and excessive risk-taking, especially among commercial banks’ trust
businesses and merchant banks, which was a contributing factor to the 1997
crisis. In addition, the supervisors had the authority to waive requirements,
which led to widespread forbearance and which made enforcement nontrans-
parent (Lindgren and others, 1999). In the wake of the crisis, Korea has re-
formed it supervisory system to provide it with more autonomy and to elimi-
nate the regulatory and supervisory gaps.

Hartcher (1998) notes that in Japan, the lack of independence of the financial
supervision function within the Ministry of Finance (MOF) is also widely
believed to have contributed to the emergence of financial sector weaknesses.
Although there was probably little direct political pressure on the MOF to
exercise forbearance, the system lacked transparency and was known for wide-
spread implicit government guarantees of banking sector liabilities. Following
a decline in the ministry’s reputation as a supervisor in the late 1990s, the
Japanese government decided to create a new Financial Supervisory Agency,
which would oversee banking, insurance, and the securities markets and would
be more independent and transparent than the MOF had been. The Japanese
Financial Services Agency is responsible to the prime minister’s office instead
of the Minister of Finance, to remove the potential conflicts of interest inherent
                                                          
5 The case for RSI can centainly also be supported by cases where proper arrangements pre-

vented problems form developing. However, given the confidential nature of the supervisory
function, it is easier to provide examples of inadequate arrangements that led to banking prob-
lems, than to provide examples of cases where adequate arrangements forestalled problems,
and many such cases certainly exist. Or, as Goodhart (1998) noted “Supervisory failures have
to become public, but supervisory successes in averting crises have to remain secret, at least for
a time” (p. 54).
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in the ministry’s role as both regulator and promoter of the financial services
sector. However, to the extent that the intention was to create a more transpar-
ent and decisive agency, the results to date have been disappointing. Perhaps
one factor contributing to these problems may have been a lack of attention to
the external conditions required for effective agency independence.6

Political interference in financial sector supervision is perhaps at its most pro-
nounced in decisions to intervene a bank or to provide it with government
funds for recapitalization. In Indonesia during the Habibie presidency, the
Financial Sector Action Committee (FSAC), comprising a number of ministers
of economics and chaired by the coordinating minister, made a number of
intrusive interventions into the activities of the Indonesian Bank Restructuring
Agency (IBRA). For example, FSAC intervened to reject shareholder settle-
ments that had been negotiated by IBRA management and to demand that the
bank recapitalization scheme favor the indigenous business community over
banks that were “Chinese” (Enoch and others, 2001). These political interven-
tions served to undermine the credibility of the bank restructuring effort, and
particularly the requirement of uniformity of treatment. Just like day-to-day
supervision, the credibility of bank restructuring is significantly enhanced if
it is under the direction of an agency with a strong, independent and ac-
countable board.

In her account of the Venezuelan banking crisis of 1994, De Krivoy (2000)
lists ineffective regulation, weak and dispersed supervision, and political inter-
ference as major factors contributing to the weakening of the banks in the run-
up to the crisis. Among the wealth of lessons that she draws from this deep
crisis, she strongly argues that lawmakers should “make bank supervisors
strong and independent, and give them enough political support to allow them
to perform their duties”.

                                                          
6 Part of the confusion arises from the existence of a minister for financial services whose posi-

tion is not recognized in the legislation, but who steers the agency and acts between the agency
and the prime minister.



Marc Quintyn and Michael W. Taylor

CESifo Economic Studies, Vol. 49, 2/2003264

3 The case for agency independence

The economics literature identifies two broad theories of regulation: public
interest and the capture theory.7 Public interest regulation posits that regulation
exists to correct various types of market failure, whether arising from monop-
oly, externalities, or from asymmetric information. Implicit in this theory is the
supposition that there is a disinterested state bureaucracy that uses administra-
tive techniques (rule-making, enforcement) to maximize social welfare (Tay-
lor, 2001). The capture theory, by contrast, suggests that whatever the original
motivation for regulation and, no matter how strenuously the regulated may
have initially resisted its introduction, eventually the regulators will be cap-
tured and will serve the interests of the regulated. Stigler (1971 and 1988)
argues that producers can manipulate the regulatory process so as to create
unnecessary but plausible regulations that raise entry and exit costs. In this
model, there are two parties to regulation – the politicians and the regulators.
Both can be offered suitable rewards for pro-industry regulation: politicians
aim to maximize campaign contributions; regulators aim to maximize some
other utility function, which could be salaries (including the offer of jobs in the
industry) or a quiet life arising from an industry that provides cooperation,
information, and expertise. The costs of regulation are widely borne among
consumers, whereas its benefits are concentrated in relatively few producers.
The result of regulation is thus a loss of consumer welfare.

The public interest theory of regulation points to the need for independent
regulatory agencies: within the objectives set for them by legislators, regula-
tory agencies should pursue the social welfare as a matter primarily of techni-
cal expertise. A vast literature is available (see Quintyn and Taylor, 2002, for
some references) arguing that regulatory independence accompanied by solid
accountability in general leads to more effective regulation and more competi-
tive, healthier and better structured sectors than when regulation and supervi-
sion is left to the line ministries without clear mandates for consumer welfare.
However, what distinguishes the financial sector from all other regulatory
agencies is the former’s unique role in achieving financial stability, now gen-

                                                          
7 A third analysis may now be added, the “grabbing hand” of Shleifer and Vishny (Shleifer and

Vishy, 1998). Their analysis posits that politicians and regulators do not maximize social wel-
fare but aim to maximize their ability to extract rents from economic activity. This approach
differs from traditional capture theory because the machinery of the state is itself being used
for the purpose of rent extraction at the expense of both consumers and producers. While we
do not consider the Shleifer and Vishny model further here, we note that it provides an argu-
ment in favor of strong accountability arrangements for regulators.
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erally considered a public good.8 Preserving financial stability not only justi-
fies more public regulation but also a more prominent role for supervision than
in any other sector, where supervision is mainly compliance-driven. This key
role of the supervisory function (off-site analysis, on-site inspections, and
several additional types of monitoring and/or intervention when financial in-
stitutions enter the “trouble zone”) strengthens the case for autonomy to pre-
serve the agency’s integrity.

In contrast with the public interest theory, the “capture” theory indicates that
regulatory independence is a flawed concept, since regulation never serves the
objective of maximizing social welfare. While it clearly points to the loss of
consumer welfare that arises from regulatory agencies that identify the public
interest with the interest of the industries they regulate, it also suggests that
this identification is inescapable given the incentives facing regulators. While
it is outside the scope of this paper to comment on the extensive literature on
regulatory capture, it is nonetheless possible to make some general observa-
tions. On a theoretical level, the capture theory assumes that it is possible to
identify a single utility function for a regulatory agency – that it aims to maxi-
mize the size of the bureau, or bureaucrats’ salaries or some other measurable
function. However, as has been pointed out elsewhere in the literature, public
agencies rarely have a readily identifiable utility function in the same way as a
profit-maximizing firm.9 Secondly, at the empirical level, the capture theory
has met with mixed success, and a large part of its explanatory force seems to
be derived from the specific institutional framework in the United States. This
observation implies that the incentives facing regulators are set by the broader
institutional structure in which they must operate. We cannot therefore con-
clude that the capture theory points inevitably to the conclusion that regulators
must always and everywhere operate to favor producer interests over those of
consumers. Instead, it suggests the need for a careful consideration of the in-
centives created by specific institutional arrangements, and the present paper
can be thought of as a contribution to that task.

The other strand of economics literature that bolsters the case for regulatory
independence is by analogy with CBI. Quintyn and Taylor (2002, p. 4) argue
that the growing recognition that financial and monetary stability are two sides

                                                          
8 See, among others, Crockett (1997), White (1996), and Goodhart (1998). The latter disaggre-

gates this special role of banks into several areas (a) their pivotal position in the financial sys-
tem, especially in clearing and payments systems; (b) the potential systemic dangers stemming
from bank runs; (c) the nature of bank contracts; and (d) adverse selection and moral hazard
associated with the lender-of-last-resort role and other safety net arrangements that apply to
banks. Each of these aspects are building blocks of financial stability.

9 The point was recognized long ago by the Austrian economists, for example by von Mises
(1944). A good deal of unnecessary ink has been spilled through a failure to keep this impor-
tant distinction in mind.
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of the same coin when it comes to macroeconomic stability, implies the case
for RSI can be developed along the same lines as for CBI. The theoretical basis
for RSI rests on the same arguments as for CBI – derived from the time incon-
sistency literature (Kydland and Prescott, 1977). In both cases it can be shown
that politicians face short-term horizons that may induce them to substitute
higher longer-term costs for lower short-term costs. In the case of monetary
policy it is higher inflation later versus higher growth now. In the case of su-
pervision it could be forbearance now versus higher bank resolution costs
later.10 11

In addition, monetary and financial stability interact very closely. Thus, it can
be argued that the independence of the two agencies in charge of monetary and
financial stability would have a mutually reinforcing effect.12 The unique po-
sition of financial sector regulators and supervisors and the central bank with
respect to the public good function of financial stability distinguishes these two

                                                          
10 Bank liquidations are politically unpopular since they can result in genuine hardship for de-

positors and other creditors, many of who will also be voters. Vote-maximizing politicians with
shorter time horizons than supervisors may be concerned about the short-term costs of bank
closure, whether fiscal, in terms of lost votes, or in terms of lost campaign contributions and
will be sensitive to demands of these groups, particularly if they are politically well-organized.
Politicians may be tempted, as a result, to put pressure on supervisors to organize a bailout, or
exercise forbearance to avoid short-term costs. But short-term forbearance may be the cause of
higher longer-term resolution costs. Another way of looking at the issue is that, because of the
intertemporal nature of financial contracts, the implications for the government budget of de-
layed resolution of problems banks are not obvious to the politicians. Hence, there is a need for
qualified, well-informed, and independent supervisors. Accordingly, politicians face the same
incentives in relation to failing banks as they do in relation to the goal of price stability. This
would imply that any preannounced rule-based policy for financial sector resolution set out by
a government department would not be believed by rational agents, who include bank owners
and managers. The latter may be tempted to undertake high-risk activities in the belief that the
authorities’ reaction function in practice will differ from the preannounced rules.

11 An important objection to this analogy is the argument that the incentives faced by regulators
differ from those faced by conservative central bankers. This is, in essence, the critique of
regulatory forbearance developed by Kane (1990). In this account, regulatory forbearance
arises from the self-interested actions of regulators rather than those of politicians; the incen-
tive structure faced by regulators encourages them to “sweep problems under the carpet” at
least until the regulator has left office.  Kane’s analysis has much in common with the capture
theory considered above, and the objections to the two theses are basically the same. While
both analyses are important in drawing attention to the need to consider regulators’ incentive
structures, remuneration arrangements, and accountability measures, many would argue that
they take an unduly cynical view of the motivation of most regulators whose observed behavior
does not correspond to that predicted by this model. Moreover, to the extent that Kane has built
his model on the observed behavior of regulators during one particular episode – the S&L
problem in the United States – alternative analyses of the same episode place greater emphasis
on political interference than on the self-interested behavior of regulators in triggering the cri-
sis. More generally, politically-induced forbearance is more likely to occur than regulator-
induced forbearance.

12 Increasingly, central banks are taking an active interest in financial stability from a macro
stability point of view and these efforts are complemented by the supervisors who take an in-
terest from the micro stability point of view. See Brealey and others, 2001 for an overview.
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agencies from other regulatory agencies in that their function is broader than
that of other sector-specific regulators.

There is one important difference between RSI and CBI – and by extension,
between RSI and the general debate about agency independence. As Lastra and
Wood (1999) note, RSI would give supervisors to some extent “the coercive
power of the state against private citizens” when they are involved in revoking
bank licenses. This power has no equivalent in the powers given to independ-
ent central banks. Recognition of the far-reaching nature of these powers
should not be used as an argument against granting independence, but, as is
argued later, as an argument for well-established accountability arrangements
to prevent abuse from this power.

4 Independence – its four dimensions

To make the notion of independence operational, we identify four dimensions
of independence – regulatory, supervisory, institutional, and budgetary. The
regulatory and supervisory dimensions form the core, while institutional and
budgetary independence are essential to support the execution of the core
functions. The overriding finding of the survey in appendix (available at
www.cesifo-economic-studies.de) is that regulatory and supervisory agencies
come in very different shapes and sizes. Areas of authority and arrangements
for independence differ widely, basically indicating that local legal and insti-
tutional traditions have played the largest part in shaping regulatory and super-
visory functions in each and every country.13 In a minority of countries, the
regulatory and supervisory functions are (still) an integral part of a ministry
(usually MOF), lacking any independence as defined in this paper. Finally,
recently reformed supervisory authorities (following mergers of sectoral su-
pervisory agencies) have a higher degree of independence than their predeces-
sors, with Japan being the exception.

4.1 Regulatory independence

Regulatory independence refers to the ability of the agency to have an appro-
priate degree of autonomy in setting (technical) rules and regulations for the
sectors under its supervision, within the confines of the law. In addition to the
                                                          
13 For instance, although transition economies have recently reformed oversight systems, differ-

ences in legal traditions (going back to earlier in the twentieth century) dictate differences in
legal powers: in Hungary the regulators have no regulatory powers, while in Poland and Czech
Republic they do have regulatory powers. Additional overviews of aspects of institutional ar-
rangements can be found in Barth, Caprio, and Levine (2001) and Healey (2001).
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main arguments that justify regulatory independence in general – fast action
when needed, stability, and expert input in the process – two sector-specific
arguments should be emphasized.

The first argument concerns the imperatives posed by internationalization.
Given the importance, complexity, and growing internationalization of the
financial sector, regulators need to be in position to adapt prudential rules and
regulations quickly and flexibly to international best practices, in response to
changing conditions and dangers in the international marketplace.14 The sec-
ond is an ownership argument. It can be expected that supervisors will identify
themselves better with the task of rule-implementation and enforcement, if
they have been closely involved in the rule-setting process as well.

Regulatory agencies that need to go through an often lengthy and slow politi-
cal process to adjust technical rules and regulations face at least two dangers.
First, precious time might be lost (typically up to 1 year and sometimes longer)
before new rules or regulations are adopted. Second, involvement of the politi-
cal process may bear the risk that rules and regulations, which are technical in
nature and increasingly based on international best practices, become contami-
nated with political considerations, depending on the strength of checks and
balances in the system.15

An often-cited danger of regulatory independence is that the over-zealous
regulators over-regulate the market without taking into account the costs of
regulation. In an extreme case the high cost of regulation may deter foreign
investors and put the country at a disadvantage. While this is a danger, it is not
unique to independent regulators. Governments can also over-regulate sectors.
The other disadvantage is regulatory capture by the industry. Proper transpar-
ency in the rule-making process, combined with mechanisms for consultation
with all parties involved, is needed to reduce this danger.

4.2 How to establish regulatory independence

Establishing regulatory independence faces hurdles in many jurisdictions be-
cause it touches upon fundamental issues embedded in the constitution and
                                                          
14 Calomiris and Litan (2000, pp. 290) strongly emphasize the need for supervisors and regulators

to respond quickly to changing international conditions and trends, thereby implicitly arguing
for a proper degree of autonomy. See also Hayward (2002) for similar arguments.

15 Many examples can be cited where the rule setting process has been prone to political interfer-
ence, with severe consequences in terms of financial instability. For example, in some coun-
tries the authorities have lowered loan classification standards and provisioning rules for loans
to economic sectors that face temporary or structural problems. Exposure rules to large bor-
rowers are often relaxed to allow specific industries or companies to survive, or even worse, to
protect politically connected borrowers.



Regulatory and Supervisory Independence and Financial Stability

CESifo Economic Studies, Vol. 49, 2/2003 269

legal traditions. To focus the discussion on the desirable degree of regulatory
autonomy, it is useful to look first at the different types of legal frameworks
that exist, and secondly at the categories of regulations that govern financial
sector operations:

• Legal systems and traditions around the world can broadly be brought back
to two types. At one extreme, primary and secondary legislation is highly
detailed so that there is no need for additional (technical) rules and regula-
tions. The laws, in particular the secondary legislation, cover all the details.
The constitution typically only grants the legislative branch the power to
draft and enact legislation. At the other extreme, primary and secondary
legislation only establish a broad legal framework, leaving room for techni-
cal rules and regulations to detail the specifics and the implementation. In
such systems there is typically – but not always – more room at the agency
level to issue these rules and regulations.

• Financial sector regulations can be divided into three main categories: eco-
nomic regulations, encompassing controls over pricing, profits, entry, and
exit; prudential regulations, involving controls over the type of products or
production process chosen by the supervised firms; and finally, information
regulations, governing the information that needs to be provided by the su-
pervised to the public at large and the supervisors.

Regulatory independence is mainly concerned with prudential regulations
because they cover rules on the stability of the business and its activities (le-
gally required minimum amount of capital, and fit and proper requirements for
senior management), as well as specific rules that follow from the special na-
ture of financial intermediation (risk-based capital ratios, limits on off-balance
sheet activities, definition of limits on exposure to a single borrower, limits on
connected lending, foreign exposure limits, loan classification rules, and loan
provisioning rules). These are the fundamental rules that guide the supervisory
process and have a large impact on the soundness of the banking system. A
high degree of autonomy in setting these regulations is an essential require-
ment to ensure that the sector adapts to, and complies with, international best
standards and practices. Economic and information regulations on the other
hand, should not be the subject of too many amendments over time and could
therefore be handled in higher-level legislation. For instance, licensing re-
quirements should be clearly spelled out and be consistent with international
best practices. The same is true for criteria to withdraw licenses. Information
regulations, once they comply with best international standards and practices,
should also not be in need of frequent changes.

While a high degree of regulatory independence is fairly easy to be established
in the second type of legal frameworks mentioned above, it is much harder
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under the first regime. It would require that supervisory agencies acquire some
of the legal powers typically reserved for the government level. In several
countries where the constitution was recently rewritten (mostly transition
economies) the central banks, as part of the independence they received, were
also granted regulatory powers over a well-defined domain. 16 A similar clause
would be desirable to achieve the objectives proposed in this paper in those
cases where supervisors are not housed in the central bank.

4.3 Country experiences

The appendix (at www.cesifo-economic-studies.de).indicates the following trends:

• In a large number of countries, supervisors – located inside or outside the
central bank – had autonomy in setting rules and regulations. In most of the
cases, this autonomy is specified in terms of “prudential regulation”, or
“regulations that govern the business of banking”. It is not always clear
whether such rules and regulations need prior approval from the govern-
ment or a minister.

• In a not insignificant number of (important) countries supervisors have no
power to issue binding legislation. This is the case in, for instance, Austria,
Germany, Hungary, and Italy – countries that belong to the tradition where
primary and secondary legislation is highly detailed – but also South Africa
and Korea.

• Several supervisory authorities in the above countries issue “guidelines”,
“policy statements”, or “circulars” to the financial institutions to overcome
the lack of regulatory autonomy. However, even though these initiatives fill
a void, they have no legally binding powers and could therefore lead to con-
fusion and protracted disputes with the industry.

• Recently unified supervisors (in Australia, Japan, and the United Kingdom)
have been granted regulatory autonomy.

• In some countries the assessment of compliance with the BCP (as part of
the Joint World Bank – IMF the Financial Sector Assessment Program
(FSAP)) indicate that the regulatory powers of government and supervisors

                                                          
16 In those countries where supervision is located in the central bank (e.g. Czech Republic, Ka-

zakhstan, and Poland), supervisors benefit from the central bank’s special constitutional posi-
tion in terms of regulatory powers.
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are not clearly delineated, which may lead to regulatory gaps or conflicting
regulations.17

4.4 Supervisory independence

Financial sector supervision is much more crucial than supervision in the other
sectors of the economy because of the public good aspect of financial interme-
diation. On-site inspections, off-site monitoring, sanctioning, and enforcement
of the sanctions – including revoking licenses – are the supervisors’ main tools
to ensure the stability of the system. Safeguarding the integrity of the supervi-
sory function is, therefore, a key element in ensuring the soundness of the
financial system. Following Lastra (1996), we divide the supervisory function
into four areas: licensing, supervision sensu stricto, sanctioning, and crisis
management. Crisis management is beyond the scope of this paper because it
involves other government agencies and a specific approach.

Supervisory independence is probably more difficult to establish and guarantee
than the other dimensions of independence. To preserve its effectiveness, the
supervisory function is typically highly invisible and it is exactly this invisibil-
ity that makes it vulnerable to political and industry interference. Such inter-
ference can take many forms and can indeed be very subtle. Government inter-
ference, very often leading to forbearance takes place in many countries. In
isolated cases, it may lead to the prolongation of the life of insolvent institu-
tions (and, therefore, leads to unfair competition and higher costs for the tax-
payer at a later stage); while in more extreme cases it may eventually threaten
the stability of the sector.

4.5 How to establish supervisory independence

At least four types of actions could be taken to increase or safeguard the integ-
rity of the supervisory function, including the sanctioning:

• Legal protection for supervisors while executing their job. In many coun-
tries, supervisors can be sued personally for their actions, which is bound to
paralyze their performance. Supervisors are afraid of imposing sanctions or
enforcing them, for fear of being sued personally by the supervised institu-
tion. In cases of banking crises, when quick and drastic measures are needed
(such as bank closures), the entire process can stall and the crisis spread

                                                          
17 IMF (2001) discusses the case of Finland, where lawyers in the government and in the supervi-

sory agency have different opinions about the scope of the supervisory agency’s legal powers.
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further, if supervisors lack the legal protection to take such measures. This
issue was explicitly mentioned in the case of the Philippines. Proper legal
protection of supervisors should be established in the law.18

• A rules-based system of sanctions and interventions. A rules-based system
has the advantage of being more transparent and also of being amenable to
judicial review than the exercise of discretion; it thus reduces the scope for
decisions to be influenced by factors other than an objective assessment of
the technical merits of the case. An example of a rules-based approach is the
use of prompt corrective actions (PCAs) in the regulatory framework.19

PCAs were introduced in the United States following the S&L crisis (1991)
and are now being introduced or considered in several other countries.
While in the United States PCAs were primarily designed to insulate the
regulatory process from self-interested actions by the regulators them-
selves,20 the existence of such objective parameters in the law may protect
supervisors who work in good faith in several countries where political in-
tervention is part of the culture, or where state-owned banks play a domi-
nant role in the financial system. Admittedly, there is a trade-off between
the drawbacks of taking away some of the supervisors’ discretion and the
gains in terms of protection and independence.

• Appropriate salary levels for the supervisors and clear career streams. In
many (mainly developing) countries salary levels of supervisors are low.
This has two effects. First it opens the way to bribery. Second, it makes it
impossible for the agency to attract the best supervisors – or to keep them
once they are in the agency. So the quality of the supervisory function suf-
fers and less-qualified staff is most likely to be more open to influencing by
outsiders than high-quality staff.

• Judicial review should be well-defined and prompt. The law should be spe-
cific about the process of appeals by institutions that have been sanctioned
by supervisors. The number of steps should be limited to keep the process
transparent and manageable. Ideally, the law should also specify time limits
for appeals and the judicial review should be on administrative procedures,
not on the substance. Allowing excessive appeals to the court system has
several disadvantages. First it allows institutions to prolong their existence
under unsound conditions that may affect the health of the entire system;
second, it undermines the integrity of the supervisory function and the
reputation of the supervisor by allowing nonexperts to intervene in the pro-

                                                          
18 See Delston (1999) for an overview of country practices as well as recommendations as to how

to include proper stipulations in the law.
19 See also Goodhart and others (1998, pp.54–55) for similar arguments.
20 See, among others, Vives (2000a) and Boot and Thakor (1993).
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cess if review is also on the substance; third, it distracts the attention of the
supervisor from other issues because of the possibility of getting mired in
long periods of controversy; and fourth, the risk of industry (or political)
capture becomes higher if financial institutions can intimidate the regula-
tor/supervisor through the court or political system. The agency may be-
come more willing to soften regulations or interventions to avoid similar
controversies in the future. To avoid undue interference of nonexpert
courts, a specialist tribunal could be established as has been done in some
countries.

Ideally, the process of licensing institutions and withdrawing licenses should
be left to the supervisory agency. Indeed, “Licensing is the key first step in the
supervisory process” (Lastra, 1996). Because supervisors are in charge of
supervising the institutions during their lifetime, they should also have the
final word as to who can enter the system and who should exit from the system
and thus how to shape the sector (in terms of size and numbers). Practice var-
ies greatly among countries. A typical situation that may lead to problems is
one where the government (MOF or council of ministers) has the final say over
the licensing of individual banks, with supervisors ending up in a situation
with too many banks – and, even worse, too many small and unsound banks –
to supervise with too small a staff.

When it comes to exit procedures, there is an additional argument: the supervi-
sors’ power is much more persuasive if they can threaten to remove the li-
cense. If that power is in the hands of another government agency or the min-
ister himself, the threat can be empty.21 However, both processes – granting
and revoking licenses – should be highly transparent.

The case of mergers (and by extension acquiring significant stakes) needs
special attention because mergers in general are part of the responsibility of the
national competition authority (if there is one) and sometimes the central bank

                                                          
21 We thank Peter Hayward for bringing this critical point to our attention. However, Boot and

Thakor (1993) argue that based on the bad experience during the S&L crisis (the Kane criti-
cism), supervision and intervention should be separated into two institutions. In our view, the
arguments put forward in this paper are stronger than the Kane criticism, which needs to be put
in perspective. Therefore, the case for separation of those two activities seems weaker than the
case for keeping them together under the umbrella of one supervisory agency.
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also plays a part in the decision.22 The optimal division of labor in the case of
merger approval should involve the supervisory agency because of its expert
knowledge of the financial sector, and the competition authority, both on equal
footing with each other. Such an arrangement would be consistent with the
independence of the supervisory agency.

4.6 Country experiences

In the appendix (at www.cesifo-economic-studies.de)., supervisory independ-
ence is reflected in two criteria: the authority to grant licenses and withdraw
them and the legal protection supervisors enjoy. The role of courts in the exit
process is not presented in the appendix, but some observations are derived
from the work presented in Barth et al. (2001). Other, useful yardsticks for
supervisory independence such as actual enforcement of supervisory actions
should be further developed.

• In general, licensing practice ranges from the government or the MOF hav-
ing sole responsibility, to arrangements where a consultation process among
agencies prevails, to countries where the supervisors have total independ-
ence. Typically, governments want to reserve for themselves more rights in
the exit process than in the entrance one.

• Legal protection for supervisors when executing their jobs is, as a rule,
ensured in OECD countries. In many other countries no such protection is
provided in the law, at least not explicitly.

• Practices with respect to appeal procedures against key decisions of super-
visors vary greatly around the globe. A minority of countries does not allow
any appeals, or have not clearly stipulated them in the law. Most countries
do provide for appeal, but practices with respect to whom to appeal to (judi-
ciary, government) vary, as well as the nature of the appeal (on administra-
tive procedures or on the substance).

                                                          
22 Merger control responsibility in the financial sector varies from country to country. In several

European countries, like the United Kingdom, Switzerland, the Scandinavian countries, and
France, responsibility for approval is shared between the competition authority and the super-
visory authority. In practice, the central bank or the supervisory agency carries a lot of weight
in the decision (Vives, 2000b). In Italy, the central bank approves bank mergers and the com-
petition authority has only a consultative role. In the United States, bank mergers must receive
approval of the regulator (Federal Reserve, FDIC, or OCC-depending on the case) but the De-
partment of Justice can (and actually does) challenge mergers that threaten to reduce competi-
tion substantially.
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4.7 Institutional independence

Institutional independence refers to the status of the agency as an institution
separate from the executive and legislative branches of government. An
agency that forms part of the executive branch typically lacks independence.

4.8 How to establish institutional independence

The following are three critical elements of institutional independence:

• The terms of appointment and dismissal of its senior personnel. Independ-
ence is best served if there are clear rules on hiring and firing, which should
depend on regulators’ competence and probity, not on the decisions they
reach. Under such rules regulators would enjoy security of tenure, enabling
them to speak and take action without fear of dismissal by the government
of the day. Ideally two government bodies – that is government and parlia-
ment – should be involved in the appointment process.

• The agency’s governance structure. Multimember commissions help ensure
consistency and continuity of decision-making over time and are less likely
to be influenced by the views of any one individual. However, no represen-
tatives of specific ministries should be members.

• The openness and transparency of decision making. Inevitably many deci-
sions involve commercially sensitive material that would be difficult to dis-
close. But the presumption should be in favor of openness in the decision-
making process, making it possible for both the public and the industry to
scrutinize regulatory decisions, minimizing the risk of political interference.

4.9 Country experiences

The appendix (at www.cesifo-economic-studies.de).reflects appointment and
dismissal procedures and some aspects of the governance structure. Openness
and transparency of decision making are not discussed in this appendix be-
cause of the vastness of the topic.23

• In countries where supervision is housed in the central bank, the governor
of the central bank bears in most cases the ultimate responsibility over su-
pervisory actions. The head of the supervisory department is usually ap-

                                                          
23 The assessments of observance of the IMF’s Code on Transparency in Monetary and Financial

Policies (MFP) provide an onset of inventory for this aspect.
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pointed by and accountable to the central bank board, or directly to the
governor, and in a few cases directly accountable to the government
(South Africa).

• Appointment and dismissal arrangements for governors or for heads of
supervision (in case of separate institutions) differ widely among countries.
The responsibility is either in the hands of the head of state, the prime min-
ister, the minister of finance, or the cabinet.

• Recently reformed agencies, including agencies that are now in charge of
“unified” supervision tend to have more, and more clearly defined, institu-
tional independence, with Japan as the exception.

4.10 Budgetary independence

Budgetary independence refers to the role of the executive/legislature in the
determination of the size and use of the agency’s budget, including staffing of
the agency and salary levels. Supervisors who can independently decide over
the sources, size, and use of their budget in function of their mission are better
equipped to withstand political interference (pressure through the budget), to
respond more quickly to newly emerging needs in the area of supervision and
to ensure that competent staff is hired.

Supervisory agencies that are funded through a ministry that exercises over-
sight of their operations, or directly from the budget, may be open to political
interference of different sorts. Their budget can simply be too small to attract
highly qualified supervisors and pay market-related salaries; or their budget
might be cut at times of fiscal austerity – and those times often coincide with
mounting problems in the banking system, needing greater supervisory atten-
tion. Funding through the government can also be (ab) used by the latter to
organize other types of interference in the supervisory process. Cases can be
imagined where the government threatens to withhold funding (or squeeze it)
if the supervisors are deemed to be too strict on politically connected financial
institutions.

4.11 How to establish budgetary independence

If, for whatever reason, there is a consensus that funding needs to come from
the government budget, the supervisory budget should be proposed and justi-
fied by the agency, based on objective criteria related to developments in the
markets and the supervisory activity.
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An alternative is to fund the agencies through a levy on the regulated industry,
or a combination of such levies and government funds. Fee-based financing
has several advantages such as avoidance of political interference, and more
freedom for the agency to set its budget in line with its (objective) needs. But
unless the levy is properly structured it may produce a sense of budgetary
dependence on the industry that could undermine the agency’s autonomy in
other ways. To avoid industry capture and ensure that the fees are reasonable,
in some countries, their level is determined jointly by the supervisory agency
and the government. Other accountability measures can be envisaged to ensure
that the independent supervisor does not abuse its rights.

One of the downsides of fee-based funding of the supervisory agency is the
conflict that may arise when, in times of economic downturn or financial cri-
sis, more intense supervision and monitoring requires more resources from the
industry, which in those times may face problems raising these resources (be-
cause of lower profits or because the size of the sector is shrinking). In the
worst case, such a situation may force a lay-off of supervisors exactly at times
that they are needed the most. Allowing the agency to build up reserve funds
for these periods seems the best solution.

Supervisory agencies that are part of the central bank structure are either
funded through the central bank budget, or from industry-fees. As part of the
central bank budget, these supervisory agencies enjoy the same financial
autonomy as the central bank. In theory this sounds like the ideal solution.
However, situations can be envisioned whereby a power struggle within the
central bank has a negative impact on the budget and the staffing of the super-
visory agency.

4.12 Country experiences

Budgetary independence is guaranteed more when supervisors are housed in
the central bank, although there is not a lot of information available on the
allocation process of funds within the central bank. Many supervisory agencies
are funded through fees from the industry. Sometimes these fees go directly to
the agency, in other cases they go (partially or totally) to the agency either
through the central bank budget or the government budget. Finally, in a num-
ber of cases, supervisory agencies are funded directly from the government
budget.
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5 Political control, governance, and accountability

Agency independence cannot bring the benefits and achieve the goals that it is
supposed to deliver if it is not accompanied by properly structured account-
ability arrangements. More specifically, accountability needs to ensure that
independent regulators (a) communicate with other political institutions and
functions; (b) avoid the trap of industry capture or self-interest; (c) do not
create new institutional rigidities; (d) avoid the tendency of over-regulation
that may lead to additional costs for the industry; (e) do not slow down struc-
tural adjustment in the sector; and (f) evolve as competition emerges and de-
velops.

5.1 Accountability

One of the recurring concerns about the concept of independent regulatory
agencies is that it appears to involve the delegation of power without the
mechanisms to hold unelected officials responsible for its exercise.24 If the
delegation of authority is conceptualized as the creation of a contract –
whether explicit or implicit – between the political authorities and the regula-
tory agency, there arises a conventional principal-agent problem of ensuring
agreed upon contractual performance. This problem will exist to an even
greater extent in financial sector regulation than in monetary policy. Given the
comparatively greater range of contingencies that can occur in regulation and
the difficulty of precisely specifying objectives, any contract for a regulatory
agency is bound to be radically incomplete. This conceptual framework then
runs the risk of impaling agency independence on the horns of a dilemma:
either the agency determines whether it has performed according to the con-
tract (“independence”) or another body or institution makes that determination
(“accountability”). The dilemma is that if the agency itself makes the determi-
nation, then it becomes in effect an “unelected fourth branch of government”
which cannot be properly held to account for its performance. If another body
or agency makes that determination, the regulator cannot be genuinely inde-
pendent.

The above view has led many scholars and analysts to present the relationship
between independence and accountability in terms of a “trade-off”. Nonethe-
less, our view is that it is misguided to present the relationship between inde-
pendence and accountability in terms of a trade-off. We argue that the two
concepts need instead to be seen as complementary. Accountability is needed
                                                          
24 For overviews of the different strands in the political control literature, see for instance Epstein

and O’Halloran (1999), Laffont and Tirole (1990), Majone (1993), and Steunenberg (1996).
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to make independence work. The higher the degree of independence, the
greater the need for proper accountability arrangements.

The way out of this apparent dilemma is to accept that contracting – incentive
alignment – is only one way of resolving the principal-agent problem. The
alternative to resolve the problem is monitoring.25 Monitoring of agency be-
havior can be performed by a range of other bodies, both governmental and
non-governmental, including the private sector. To the extent that a regulatory
agency is subject to monitoring, it is required to provide an account of its deci-
sions or actions, to explain and justify them, and, where necessary, to take
responsibility and adopt remedial actions. In this sense there need not be a
trade-off between accountability and independence. The key is to establish a
framework within which such scrutiny, explanation and justification can take
place according to clearly established rules.

Put another way, formal independence needs to be translated into the ability to
act and to exercise influence, and accountability complements independence
by enabling an agency to construct a coalition of support for its activities. The
“monitoring” approach to accountability is consistent with the “dialogue
model” of interaction between political authorities and independent regulatory
agencies discussed in Majone (1993). This model – based on observed behav-
ior – supports the view that independent regulators do their best to be informed
about the intentions, wishes, and opinions of the political leadership and to
anticipate their reactions to new policy proposals.

The following propositions indicate that a system of public monitoring of
agency performance enables accountability to support and complement inde-
pendence, rather than contrast it:

• A properly structured system of accountability lays down clearly defined
rules for subjecting the decisions and actions of the agency to review, and
thus reduces the scope for ad hoc or discretionary interventions. For exam-
ple, an obligation to give periodic reports to the legislature protects senior
management from being subjected to more frequent and deliberately vexa-
tious questioning. Well-designed accountability arrangements thus reduce
the scope for ad hoc interventions in agency decisions and can thus help to
buttress its independence.

• Accountability permits the agency to explain its objectives to a broader
public. This is essential to build understanding of the way it performs its
duties. Even an independent agency can only be fully effective if it enjoys
broadly based support for the discharge of its mandate. Many decisions may

                                                          
25 Arguments for using monitoring to address the principal-agent problem can be found in, among

others, Williamson (1985), Ayres and Braithwaite (1992), Majone (1993) and Dixit (1996).
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be too technical for informed public debate, but as a minimum the general
public needs to understand the purpose for which the agency exists and the
principles underlying its approach to specific tasks, including the trade-offs
and dilemmas it has to confront.

• Similarly, accountability arrangements provide a public forum in which
different stakeholder groups can make representations about agency poli-
cies. By creating opportunities for transparent and structured public influ-
ence, the incentives for private influence are reduced. The latter is by far the
most corrosive of agency independence.

• Finally, accountability can help transform public understanding into reputa-
tion. A strong public reputation for competency, probity and integrity can
help translate a formal grant of independence into the ability to take deci-
sions in the face of strong opposition from vested interests. An agency with
a strong reputation is more likely to be trusted by the public and thus given
the “benefit of the doubt” in controversial cases.

5.2 Accountability arrangements

The need for adequate accountability arrangements is even more critical for
financial sector supervisory agencies than for regulators in other sectors (and
perhaps even more than for the central bank26) because, as discussed before,
supervisors have considerable powers in two respects: they affect the outcome
for financial firms and they can have a significant impact on consumer welfare.
At the same time, the search for adequate arrangements is more difficult be-
cause (a) the need for accountability needs to be balanced with another re-
quirement of the supervisory function, confidentiality. The presence of the
latter, as an inherent part of the supervisory function, complicates the search
for proper accountability and transparency arrangements significantly; and (b)
unlike the central bank’s objectives (price stability, annual inflation targets),
the supervisors’ objectives are less measurable (financial stability, consumer
protection).27

Given this list of diverse and complex issues, political accountability can only
be achieved by a combination of control instruments (Amtenbrink, 1999).

                                                          
26 The growing literature on the institutional structure of regulation needed for financial markets

in the European Union has thus far not given much attention to whether the independence and
accountability arrangements for the European Central Bank (ECB) would also be appropriate
for a pan-European financial regulator. For an exception see Lastra (2001). Given the criti-
cisms the ECB has attracted in recent years for what is perceived as a lack of accountability,
this important topic requires further consideration.

27 See on this topic, Goodhart (2001).
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While the search for the optimal mix is still continuing, the following nine
components seem essential:

5.3 Legal basis

The agency needs to have a clear legal basis, describing its powers and func-
tions, and preferably set out in statute. A clear legal basis will preempt the
potential for disputes between the agency and other government agencies or
the court system. Country examples reveal instances where the enabling legis-
lation (banking law and/or law establishing the supervisory agency) is vague
about the regulatory powers of the supervisory agencies.

5.4 Objectives

The agency needs to have clear objectives that describe its basic purposes.
These can be preserving stability of the financial system and soundness of
individual institutions; protection of depositors or of customers in general.
Wilson (1989) emphasizes that successful organizations tend to have a well-
defined mission. As such, this finding is important in the debate on the best
location of the supervisory agency (inside or outside the central bank). Indeed,
potential conflict of interest may blur the mission of both institutions and re-
duce their accountability and effectiveness. In several countries, supervisory
authorities have issued a “mission statement” clearly outlining the agency’s
specific objectives. This public document protects the agency against claims
by the politicians as well as the supervised institutions that the mandate has
not been followed and, as such, is a crucial element of accountability.
Nonetheless, the earlier observation that objectives of supervisory agencies
are much less measurable than those of other agencies like central banks,
complicates the matter.

5.5 Relationship with the executive branch

The agency’s relationship with the executive needs to be clearly defined. For
example the range of issues on which, and the form in which, the agency must
inform or consult the government or seek ministerial approval should be
spelled out.
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5.6 Relationship with the legislative branch

The regulatory agency discharges functions that have been delegated to it by
parliament, often of a quasi-legislative nature. The procedures by which the
agency can be held to account by parliament for the use of those powers
should be carefully defined.

5.7 Relationship with the judiciary branch

The agency should be subject to judicial review with respect to the manner in
which it exercises its powers.28 The existence of an appeals mechanism helps
ensure that regulatory and supervisory decisions are made consistently and are
well reasoned. Without a formal appeals mechanism, those affected by regu-
latory decisions may resort to informal means, especially by seeking to influ-
ence regulators by subjecting them to political pressure.

5.8 Appointment, reappointment, and dismissal procedures

Officials of the regulatory agency must have security of tenure. By the same
token, the ability to dismiss officials is also a key element of accountability.
The law should stipulate who can appoint and dismiss senior officials and
under what conditions. For supervisory agencies located in the central bank,
the way the supervisory agency (department) relates to the management of
bank needs proper attention. In many cases the governor of the central bank
bears final responsibility for supervisory actions; in other cases the head of the
supervisory agency does. Procedures for appointment, dismissal, and account-
ability of the head of the supervisory department need to be clearly defined.

5.9 Override mechanisms

While rule-based procedures are generally preferable to discretionary ones,
there may be circumstances in which the independence of the agency has to be
overridden (e.g., as the result of financial crisis). The nature of these override
mechanisms and the circumstances in which they can be triggered need to be
defined.

                                                          
28 It can be argued that judicial review is different from accountability as defined here. Judicial

review ensures that regulators work within the legal framework defined for their actions and, as
such, has a broader meaning.
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5.10 Transparency

A regulatory agency needs to be open in its decision-taking procedures to the
maximum extent permitted by the need to preserve commercial confidentiality.
Transparency in the supervisory process serves several purposes: (a) it limits
self-interest on the part the supervisors (the Kane-criticism) and the danger for
regulatory capture. As such, disclosure of supervisory findings (and actions) is
a way of letting market participants assess the effectiveness of supervision; (b)
it discourages political interference in the supervisory process; and (c) it is also
instrumental in increasing the commitment of bank managers, directors, and
owners to prudent behavior and risk control of the banking business.29

5.11 Budgetary accountability

The regulatory agency must be held to account for the way that it manages its
finances. This may be either ex ante (in the form of the budgetary appropria-
tions process) or ex post (in the form of a review of the accounts.)

5.12 Country practices

Accountability differs widely, both in arrangements and strength. In several
cases the laws are not very specific. For separate agencies, practices vary in
terms of appointment procedures, but more often than not it is not clear to
whom the president of the agency is accountable. When supervision is housed
in the central bank, most often the president of the latter bears ultimate respon-
sibility, but it is not always clear to whom, and to what extent, the head of
supervision can be held accountable.

6 Independence and institutional arrangements

Granting independence and ensuring proper accountability is a necessary but
not sufficient condition for its effectiveness. This section briefly analyzes ar-
rangements and conditions needed to ensure that independence actually works.
It first discusses the impact of institutional arrangements on RSI – inside or

                                                          
29 See also Halme (2001). Halme also discusses the need for, and difference between ex ante and

ex post disclosure practices. She notes that supervisory agencies with well-established disclo-
sure procedures (such as the Financial Sector Authority in the United Kingdom) typically have
ex post disclosure requirements. Ex ante disclosure requirements are recognized to be more
problematic since such disclosure can create additional ambiguity.
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outside the central bank, and impact of unification of supervisory functions.
Subsequently we lay out preconditions in the broader political framework.

6.1 Inside or outside the central bank?

It could be argued that the simplest way to secure an appropriate degree of
independence for financial services regulation is for the function to be located
in the central bank. Given that CBI has increasingly found recognition in the
past two decades, one could argue that supervisors could “piggyback” and
enjoy (or build up) the same degree of autonomy and prestige. The case for
combining banking supervision with the monetary policy function has been
extensively examined.30 The following paragraphs briefly review the main
arguments from the point of view of RSI.

The chief argument for combining both functions is that banks are the instru-
ments through which monetary policy is transmitted to the wider economy and
therefore the central bank should be concerned with their soundness as a pre-
condition for an effective monetary policy. In addition, since the central bank
also acts as a lender of last resort it should have access to information about
the financial condition of the institutions that might potentially apply to it for
emergency liquidity assistance. The more recently advanced argument that
central banks are concerned with macrostability and supervisors with mi-
crostability of the sector, points out that both functions are two sides of the
same coin, justifying close cooperation and coordination.31

There are also a number of powerful arguments in favor of a separation of both
functions, stemming from the potential for conflict of interest in a multi-
objective institution. A central bank might be tempted to operate a lax mone-
tary policy if it is concerned about the financial health of banks it is also re-
sponsible for supervising. By keeping monetary conditions loose, the central
bank may avoid the failure of banks for which it might be blamed, but at the
expense of higher inflation in the longer run.

Conflict of interest and reputational damage are closely linked. The failure of
individual banks can attract blame to the bank supervisors and thus undermine
the credibility of the central bank if it is also the bank supervisor. Thus, it is
argued, it is better for the central bank's relationship with routine banking

                                                          
30 An overview of the arguments is provided in, among others, Tuya and Zamalloa (1994) and

Goodhart and Schoenmaker (1998). Hawkesby (2001) sheds some additional light on the dis-
cussion, adding cost-benefit elements and country-specific factors.

31 However, cooperation and coordination can also be achieved when both functions are housed
in separate agencies.
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supervision to be at a relatively arms-length distance to avoid such reputational
contagion. The argument in favor of an arms-length relationship also holds
from the supervisors’ point of view. Their reputation can be damaged if central
bank actions tend to prolong the life of an institution when supervisors have
come to the conclusion that it needs to be liquidated. Supervisors may perform
better in a single-objective institution because chances are smaller that their
reputation and, therefore, their career paths are damaged by conflicting actions
by other officials of the central bank (Vives, 2000a).

Whether issues like conflict of interest or reputational damage might arise or
not, would largely depend on the specific institutional settings. For instance
supervisors could be subject to oversight by a central bank board which,
through its composition, could be biased toward monetary policy considera-
tions and, therefore, overrule or alter the supervisory decision-making process.
Thus, it should not be taken for granted that supervisors located in the (inde-
pendent) central bank de facto enjoy the same degree of autonomy as the
monetary policy function.

The arguments for separation and combination of functions are thus finely
balanced, but two considerations would appear to tip the weight of argument in
favor of combining both functions in transition and developing economies.
These central banks often have very strong guarantees of independence from
political pressure, in some cases being established as independent entities
under the constitution. In many countries the governor of the central bank
enjoys a high degree of security of tenure, with the central bank, itself, having
its own dedicated funding sources. Moreover often the central bank has – as an
exception from the legal tradition – been given the power to issue legally
binding regulations in specified areas.

A subsidiary reason for combining both functions in transition and developing
economies is that the central bank is usually better placed to attract and retain
staff with the right level of skills and expertise than are other government
agencies, owing to its budgetary autonomy and prestige. This means that cen-
tral banks are often much better placed to develop the human resources neces-
sary for high quality regulation than are government departments (or newly
established agencies).

6.2 The implications of unification of supervisory functions

Does the above argumentation change in light of the recent tendency to bring
sectoral supervisors under the same roof? If banking supervision is located in
the central bank, then one option might be for the central bank to assume
regulation and supervision over the other sectors as well. The benefits of this
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approach are that it ensures that these functions will also be performed with the
same independence as banking supervision and that regulatory capacity build-
ing will be facilitated by the central bank's prestige and access to human re-
sources. Combining all financial regulation within the central bank would
permit significant scale economies to be realized by using its information tech-
nology, data collection, and human resource functions.

However, relatively few countries in the world have adopted this approach,32

perhaps reflecting a number of serious drawbacks about this type of regulatory
structure.33 In the first place, it involves the central bank taking on responsibil-
ity for a wide range of financial activities about which its staff can be expected
to have no special expertise. Second, the extension of the central bank's regu-
latory responsibilities to nonbank financial institutions may appear to be an
implicit extension of its guarantee of financial assistance beyond banks. Third,
and most importantly, granting the central bank such extensive regulatory
responsibilities may result in it being perceived as excessively powerful. Such
a powerful central bank raises issues of accountability.

A possible alternative to centralizing all regulatory and supervisory functions
in the central bank would be to create an integrated financial regulatory
authority, as a separate regulatory agency responsible for banking, securities,
pension fund, and insurance regulation. In terms of RSI, evidence emerging
from FSAP work indicates that sectoral regulators and supervisors have highly
different levels of independence, typically stemming from their historical
backgrounds (Das and Quintyn, 2002),.34 Integrating the supervisory functions
provides the authorities with an opportunity to redefine the institutional fea-
tures and give a high level of independence to the successor institution, as has
indeed happened in a set of countries (see appendix at www.cesifo-economic-
studies.de).

                                                          
32 The main examples are Singapore and the Netherlands Antilles (Courtis, 2001).
33 For a more extensive discussion of advantages and drawbacks, see Abrams and Taylor (2000),

Goodhart (2000), and Taylor and Fleming (1999).
34 The institutional arrangements underpinning regulatory agencies indeed vary greatly from

country to country and across types of agencies (banking, securities, insurance, and pension
funds). In countries with a well-rooted financial system (mainly OECD countries), typically
bank supervisors and regulators have a higher degree of independence from the political
authorities than agencies supervising other sectors. For instance, insurance supervisors were
traditionally established as a department within a ministry (finance or economy) and their su-
pervisory functions were limited. The growing importance of the insurance sector as a part of
large financial conglomerates is changing this situation. The supervisory and regulatory struc-
ture for the securities sector also varies widely across countries.
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6.3 Independence, accountability and political checks and balances

Establishing or preserving the integrity of the regulatory and supervisory func-
tion depends to a large extent also on the prevailing (political) culture. In a
number of western countries agency independence is greatly buttressed by the
transparency of political processes, the presence of numerous checks and bal-
ances in the political system, the role of the media, and the absence of a close
government-business nexus. However, in many other economies – transition
and others – these elements of the environment in which regulatory agencies
operate are (still) lacking, and hence even greater attention must be given to
the institutional arrangements to ensure independence.

The analogy with recent findings in the area of central bank independence is
very useful at this point. Recent reviews of the effectiveness of central bank
independence have come to the view that legal provisions that grant inde-
pendence to the central bank, even if accompanied by solid accountability
arrangements, do not always yield the expected results in terms of policy
effectiveness.35

Granting independence to a central bank is shown to be only credible and ef-
fective (in terms of reducing inflation) in legislative systems with at least two
heterogeneous decision-making bodies. In a system with extensive checks and
balances, once independence has been granted to an agency, it cannot be re-
moved by a simple majority rule. So, in a system with at least two veto players
with different preferences, the costs of withdrawing independence (or inter-
fering in the policymaking process) are great, and higher than in a system with
few (or no) checks and balances. Prestige of the institution or its governor
alone – however important – is often insufficient to guarantee independence.
Previous literature on CBI – and on regulatory independence in general –
largely neglected the existence of such costs, or considered them exogenous.
Good political governance is crucial to the sustainability and effectiveness of
decision making by independent agencies.

A parallel with financial regulatory agencies can be easily established. Al-
though no empirical evidence is as yet available on the relationship between
political checks and balances and the effectiveness of regulatory independence,
Keefer (1999) offers an interesting overview of the linkages based on intuitive
reasoning. The presence of checks and balances in the system seems, on bal-
ance, to have a positive effect on the effectiveness of the independent agency –
provided proper accountability mechanisms are in place. For instance, the
presence of checks and balances tends to better insulate the supervisors in their

                                                          
35 Moser (1999) and Keefer and Stasavage (2001).
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function and it may drive up the incentives to have good and more prudent
regulations. The fewer checks and balances there are, the more incentives there
are for the government to override, at no cost, supervisory actions (or pre-empt
them) in the case of a troubled bank, and keep that bank open. Government-
induced forbearance is likely to be a more common phenomenon in a political
system with few(er) checks and balances. Similarly, relaxing key prudential
rules, for instance to favor specific economic sectors, are less costly when
checks and balances are underdeveloped.

Given that it takes time for good political governance to take root, the message
for countries with political systems that lack checks and balances is that the
commitment to RSI should be based on the conviction that adherence to best
international standards and practices is becoming a necessity in today’s glob-
alized system. If regulations in a country diverge too much from international
best practices, as embodied for instance in the Basel Core Principles for Effec-
tive Banking Supervision, or if supervisory practices are too weak or burdened
by government interference, investors – both domestic and foreign – might
turn their backs on these countries. It is encouraging in this context that Good-
hart (1998, p.104–106) remarks that work by the International Financial Insti-
tutions has already had a beneficial impact on lasting improvements on the
regulatory side in developing and emerging economies. To have a similar
impact on the actual supervisory practice will be more difficult, however.

7 Conclusions

Despite its importance, the issue of independence for financial sector regula-
tory and supervisory authorities has only received marginal attention in the
literature and in practice. This paper attempts to fill this void. The paper argues
that a fair degree of RSI – complemented by appropriate accountability – is
an essential building block of financial stability. Lack of proper independ-
ence from political influence has been mentioned as an important contribut-
ing factor in all recent systemic banking crises. The paper also makes the
case that RSI and CBI reinforce each other in achieving monetary and
financial stability.

The case for RSI in the financial sector is based on analogies with two areas
where agency independence has already been largely debated and established –
the regulation of public utilities and CBI. With respect to the first, empirical
work suggests that regulatory independence leads to better results in terms of
more effective regulation, along with improved market behavior and competi-
tion than when leaving the regulatory process to the political arena. Second,
the paper draws on the arguments now well established in relation to CBI and
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argues that the independence of regulatory agencies matters from the point of
view of financial stability for many of the same reasons that the independence
of central banks makes a difference for monetary stability.

To make the concept of RSI operational, the paper sets out four dimensions of
independence-regulatory, supervisory, institutional, and financial. While all
four dimensions are important for the effectiveness of the regulatory and su-
pervisory function, we emphasize that (a) autonomy in terms of setting pru-
dential rules and regulations is a crucial requirement from all points of view;
and (b) compared to other regulatory agencies, supervisory independence is
highly desirable in light of the specific public good function that financial
stability fulfills.

Recognizing that the key to effective regulation and supervision is not absolute
independence, the paper contends that adequate accountability arrangements
should complement independence. Although worldwide evidence suggests that
independent agencies do not behave as an uncontrolled “fourth branch of gov-
ernment”, unbalanced independence may open the door to other potential
traps. Accountability is also essential to build the public understanding, sup-
port and trust that it necessary to translate an agency’s formal grant of inde-
pendence into the ability to carry through its agenda in the face of strong
vested interests. This makes accountability the single most important factor to
make independence work.

Experience indicates that arrangements for agency independence, by and of
themselves, are necessary but not sufficient conditions for effective regulation
and supervision. Institutional arrangements also matter. The paper reviews first
the arguments in favor of and against housing the supervisory function in the
central bank, as well as the recent tendency to integrate sector supervisory
functions. It is recognized that RSI could benefit from the established CBI and
from the fact that several central banks have received regulatory powers in
their charters. On the other hand, conflict of interest and the danger of reputa-
tional damage are arguments against having supervision in the central bank.
Moreover, placing an integrated supervisory agency in the central bank may
make the latter too powerful and perhaps lead to too many conflicting objec-
tives for one institution which would undermine its effectiveness. Finally, the
paper stresses the importance of checks and balances in the government system
as a precondition for effective independence. The fewer checks and balances
there are, the easier and less costly it is for the authorities to override or un-
dermine agency independence.
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Appendix I

Overview of Features of Autonomy of Banking Supervisors in Selected Countries

Name of Institute
and Sectoral

Responsibilities
Regulatory Power Budgetary

Autonomy

Appointment of
President and

Accountability

Power to Grant and
Withdrow Licenses
and Specific Issues

Related to Degree of
Autonomy

Legal Protection of
Supervisors

A. Countries where banking supervisions is part of the central bank

Czech Republic Banking Supervi-
sion Department,
Czech National
Bank (CNB) Com-
mercial banks,
foreign banks
branches and per-
sons other than
banks licensed under
separate Acts.

CNB has the legal
authority to specify
prudential regula-
tions within the
confines of the
banking law.

Budget allocation
made from the CNB.

Bank governor and
vice governors (the
Board) are ap-
pointed by the
president. The head
of banking supervi-
sion is appointed by
the Board of Direc-
tors and is account-
able to the Board.

The CNB needs to
request the opinion
of the minister of
finance prior to
granting or revoking
a license.

Yes. The State shall
be liable for dam-
ages caused by
improper official
actions or rulings.

The Gambia Banking and Finan-
cial Institutions
Supervision De-
partment, Central
Bank of the Gambia
(CBG).
Commercial banks,
insurance companies
and nonfinancial
institutions (micro-
finance).

The Board of the
CBG has the power
to make by-laws and
issue directives to
regulate the conduct
of the Bank’s busi-
ness. With the
approval of the
minister the CBG
can make regula-
tions for the purpose
to giving effect to
the CB Act.

Operating income of
the CBG.

Head of department
is appointed by the
Board of the CBG.
The Board is ac-
countable to the
Department of State
for finance and
economic affairs.

CBG has the
authority to grant
and withdraw li-
censes.

Yes. It is yet to be
provided for in the
law.

Ghana Banking Supervi-
sion Department
(BSD), Bank of
Ghana (BOG).
Commercial, devel-
opment, merchant
and rural banks.

BSD functions
include revisions of
the banking legisla-
tion, drafting of
prudential guidelines
on the interpretation
and applications of
the banking laws.

Bank of Ghana
Budget.

The governor is
appointed by the
government of
Ghana on the rec-
ommendation of the
minister of finance.
The governor is the
Chairman of the
Board and account-
able to the board.
The Board appoints
the Head of the
Banking Supervi-
sion Department.

Licenses are issued
and revoked by the
BOG subject to the
approval of the
Secretary (an officer
designated by the
Board).

Yes. No employee
of the Bank of
Ghana or other
public officer shall
be subject to any
action, claim or
liability in respect of
any act done in good
faith in pursuance of
any duty or power
conferred or im-
posed upon him by
law.

India Board of Financial
Supervision (BFS)
and its Department
of Banking Supervi-
sion, an autonomous
unit within the
Reserve Bank of
India, Commercial
banks, long-term
credit institutions
and nonbanking
finance companies.
National Bank for
Agriculture and
Rural Development
(NABARD) is
responsible for
supervision of
public sector and
regional rural banks.

 RBI has the power
to issue regulations
in all areas of super-
vision.

Allocation made
from consolidated
budget of Reserve
Bank.

The BFS is consti-
tuted of members of
the board of RBI.
Governors and
Board are appointed
by the central gov-
ernment.
Board is accountable
to the central gov-
ernment.

RBI has the power
to issue and revoke
licenses for com-
mercial banks.
NABARD has the
power to issue and
revoke licenses for
rural banks.

Yes. No suit or legal
proceeding against
the Central Gov-
ernment, RBI or any
officer for anything
in good faith done or
intended to be done
under the Banking
Regulation Act.

Italy The Bank Supervi-
sory Department,
Bank of Italy,
Commercial banks
and financial insti-
tutions.

The minister of the
treasury issues
ordinances on
supervisory meas-
ures. The Bank of
Italy may propose
prudential measures.

Budget allocation
made from consoli-
dated budget of the
Bank of Italy.

The governor of the
bank is appointed
with a resolution of
the Bank of Italy’s
Executive Board in
agreement with the
president and prime
minister.  The
governor is account-
able to the adminis-
trative courts.

Bank of Italy has the
power to grant and
withdraw licenses.

Yes.
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and Sectoral
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Regulatory Power Budgetary

Autonomy

Appointment of
President and

Accountability

Power to Grant and
Withdrow Licenses
and Specific Issues

Related to Degree of
Autonomy

Legal Protection of
Supervisors

Kazakhstan Banking Supervi-
sion Department,
National Bank of the
Republic of Ka-
zakhstan (NBK).
Banks

NBK is empowered
to issue resolutions
and decrees in all the
key aspects of
prudential supervi-
sion, including
capital adequacy,
asset quality, liquid-
ity management, and
foreign exchange
exposure.

NBK’s budget. The Chairman of the
NBK is appointed
by the President
upon approval by
the Parliament.
The Head of the
Banking Supervi-
sion Department is
appointed by the
Chairman of the
NBK.

NBK has the power
to issue and revoke
licenses. However,
bank shareholders
have the ability to
obtain court orders
overturning deci-
sions of the NBK.

No.

Malaysia Bank Supervision
and Bank Regula-
tion Departments of
Bank Negara Ma-
laysia (BNM)
Commercial banks,
finance companies,
merchant banks,
discount houses and
money brokers.

BNM’s Board of
Directors can issue
binding regulations.

Central bank’s
budget. BNM enjoys
autonomy.

Governor appointed
by the King, ac-
countable to the
board of directors.

MOF grants and
revokes licenses on
the recommendation
of the BNM.

No.

The Netherlands Banking Supervi-
sion Department, the
Nederlandsche Bank
(DNB), Commercial
banks.

Within the confines
of the law on super-
vision, the DNB has
the power to issue
prudential regula-
tions. Banks are
consulted when
drafting regulations.
In some cases,
coordination with
the MOF is required.

Supervisory budget
comes from fees
levied on the super-
vised institutions.

The president of the
DNB is appointed
by royal decree. The
president is account-
able to the relevant
committees of
parliament.

DNB issues and
revokes licenses.

No.

Poland General Inspectorate
of Banking Supervi-
sion (GINB) execu-
tive agency of the
Commission for
Banking Supervi-
sion (CBS), separate
entity in the Na-
tional Bank of
Poland (NBP).
Commercial banks,
cooperative banks,
and reprehensive
offices of foreign
banks.

The GNBI has the
power to issue
prudential regula-
tions for the banking
system.

Operating budget of
the NBP.

Chair of CBS is the
president of the
NBP who is ap-
pointed by the lower
chamber of parlia-
ment at the request
of the president. In
agreement with the
minister of finance,
the president of the
NBP appoints the
general inspector
who becomes a
member of the
commission and
leads the GINB.
General inspector is
accountable to the
CBS and to the
NBP.

The CBS, in agree-
ment with the min-
ister of finance,
issues and revokes
licenses.

Yes.

The Philippines Supervision and
Examination Sector,
Central Bank of the
Philippines (BSP).
Banks, finance
companies and
nonbank financial
institutions.

The Monetary Board
can issue prudential
rules of conduct.

The supervisory
function is funded
from the BSP’s
general budget as
approved by the
Monetary Board.
This budget includes
examination fees
from supervisory
institutions.

Governor and
Monetary Board are
appointed by the
president. The
governor is account-
able to the Board.

The BSP’s Mone-
tary Board issues
and revokes li-
censes.

Yes. For actions
taken by employees
of the Insurance
Corporation in good
faith.

Saudi Arabia Banking Supervi-
sion Department of
Saudi Arabian
Monetary Agency
(SAMA), Commer-
cial banks and
exchange dealers.

SAMA with the
approval of the
MOF and national
economy has the
power to issue
prudential rules.

Central bank’s
operating income.

Governor is ap-
pointed by Royal
Decree. Board of
Directors is ap-
pointed by the
government. All are
accountable to the
minister of finance.

SAMA issues
recommendations to
the MOF and na-
tional economy to
issue and revoke
licenses.

Yes.
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Withdrow Licenses
and Specific Issues

Related to Degree of
Autonomy

Legal Protection of
Supervisors

South Africa Bank Supervision
Department (BSD),
South African
Reserve Bank
(SARB). Banks and
mutual funds.

The minister of
finance is formally
responsible for the
issue of regulations,
and a number of key
operational deci-
sions (i.e., remedial
actions) require his
approval.

Own budget ap-
proved by the gov-
ernor, appropriated
from the general
funds of the SARB.

Governor is ap-
pointed by the
president. The
registrar of banks is
the head of the BSD
and is appointed by
the SARB subject to
approval by the
MOF. Registrar is
accountable to the
central bank gover-
nor (operationally)
and to the minister
of finance.

The SARB is solely
responsible for
licensing banks. In
certain cases, speci-
fied in the law, he
has the power to
withdraw licenses.
In other cases, the
approval of the
ministry is required.

Yes. No liability
shall attach to the
Bank or its employ-
ees for bona fide
performance of any
function or duty
under the Banks
Act.

B. Countries where supervision is a separate agency

Australia Australian Pruden-
tial Regulation
Authority (APRA).
Authorized deposit
taking institutions
(ADIs) including
nonoperating hold-
ing companies of
ADIs (NOHC).

APRA has power to
issue prudential
standards for ADIs
and NOHCs.

The source of fund-
ing is an industry
levy paid into con-
solidated revenue.

CEO and Board
members are ap-
pointed by the
treasurer and are
accountable to the
commonwealth
parliament.

APRA grants and
revokes licenses.

Yes. The APRA and
Banking Act have
similar provisions for
anything done or
omitted to be done in
good faith and
without negligence in
connection with
powers or perform-
ance of functions or
in compliance with
obligations under act.

Austria Financial Market
Authority. Commer-
cial banks, capital
markets, pensions,
insurance.

The FMA has the
power to issue
ordinances in super-
visory matters.

The FMA receives
ten percent of its
budget from the
federal government,
the remainder from
fees from the indus-
try.

Executive Board
consists of two
members, one
appointed by the
MOF, one by the
central bank. A
Supervisory Board
oversees manage-
ment.

The FMA needs to
consult with  the
central bank in
matters of licensing
and supervisory
action, including
withdrawing  li-
censes.

Yes.

Belgium Commission for
Banking and Fi-
nance (CBF), Com-
mercial banks and
capital market
operators.

The Banking Law
empowers the CBF
to issue prudential
regulations.

CBF’s budget is
funded by fees on
financial market
operations and
charges on regis-
tered credit institu-
tions and investment
firms. However, its
size is determined
by the MOF.

President is ap-
pointed by the
government. He
presents the annual
report to the parlia-
mentary commission
for financial matters
(this is a practice
introduced by the
CBF president, but
not stipulated in the
law).

CBF has full auton-
omy in granting and
withdrawing li-
censes.

Yes.

Bolivia Superintendency of
Banks and Financial
Entities (SBEF).
Financial institu-
tions.

The SBEF is em-
powered to draft and
implement pruden-
tial regulations.

All financial entities
pay an annual fee
according to their
total assets.

Superintendent is
appointed by the
President of the
Republic. The
superintendent is
accountable to the
minister of finance.

Licensing authority
is the SBEF.

Yes.

Canada Office of the Su-
perintendent of
Financial Institu-
tions (OSFI),
Banking, insurance,
nonbank deposit
taking institutions.

OSFI derives its
power largely from
the OSFI Act
(1997). Within the
constraints of that
Act, OSFI issues
guidelines, policy
statements, and
bulletins to provide
additional guidance
to supervised insti-
tutions.

Asset or premium
based assessments
and supplementary
user pay assess-
ments.

The superintendent
reports directly to
the minister of
finance. The minis-
ter of finance offi-
cially heads the
OSFI and, thus,
carries ultimate
responsibility. The
superintendent is
given a degree of
operational inde-
pendence; however,
s/he maybe removed
from the office for
just cause by the
Governor-in-
Council.

The minister of
finance is responsi-
ble for granting and
revoking licenses.
The OSFI is consid-
ered as an independ-
ent authority in
supervisory matters,
but the ministry of
finance is heavily
involved at the
policy level. It may
reverse actions of
the OSFI, including
the taking control
over institutions.

Yes. For actions
taken in good faith.
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Chile Superintendency of
Banks and Financial
Institutions (SBIF)
Banco del Estado,
banks, financial
institutions and
companies issuing
or operating credit
cards or similar
systems.

The Central Bank of
Chile has the
authority to issue
prudential regula-
tions. The SBIF
carries out inspec-
tion and supervision.

Superintendency is
funded from fees
from supervised
entities

Superintendent is
appointed by Presi-
dent of the Republic.
SBIF is subject to
control of the Re-
public’s Comptroller
Office with respect
to all aspects related
to the examination
of its accounts.

SBIF issues and
revokes licenses.

Yes.

Colombia Banking Superin-
tendence of Colom-
bia (SBC). Credit
institutions, finan-
cial services, and
other financial
companies.

SBC has the power
to issue rules and
regulations and take
corrective action.

Fee paid by super-
vised institutions.

The SBC and mem-
bers of its advisory
council are directly
appointed by the
President of the
Republic.

Licensing authority
is the SBC.

France Banque de France
(BdF), Banking
Regulation Com-
mittee (CRBF),
Banking Commis-
sion. The Credit
Institutions and
Investment Service
Provider’s Com-
mittee (CECEI). All
credit institutions
and investment
firms.

Regulatory power
lies with a commit-
tee consisting of
representatives from
Banque de France,
ministry of finance,
supreme court and
banking industry
(CRBF and CECEI).
Updating the regu-
latory framework is
de facto driven by
the Secretariat of
Banking Commis-
sion.

Funding comes from
the Banque de
France. Until 1993,
the Secretariat of the
Banking Commis-
sion was a depart-
ment of the BdF.
Now it is a separate
administrative
entity.
Since BdF is budg-
etary independent,
Banking Commis-
sion is too.

Head of Secretariat
is appointed by
minister of finance.
He is accountable to
the minister, but in
practice to the
governor of the BdF,
who is the chairman
of the Banking
Commission.

The CECEI issues
and revokes li-
censes.

Yes.

Germany Bundesaufsichtsamt
fuer das Kreditwe-
sen (BfC)
Commercial banks.
The Bundesbank has
some supervisory
powers from a
market-stability
point of view.

The Law sets out a
detailed framework.
The BfC publishes
“interpretations” and
“guidelines” which
can be seen as
having a regulatory
power, but they are
not binding.

BfC is an independ-
ent federal agency
under the auspices
of the MOF. BfC
has no own budget.
Banks pay fees to
the government and
these fees form
90 percent of the
government budget-
ary allocation for
BfC.

BfC reports to the
MOF, but must keep
close contact with
the Bundesbank.

BfC is the licensing
authority.
The institutional
setup between BfC
and the Deutsche
Bundesbank is
currently under
discussion.

Yes. The employs of
the Central Bank are
federal civil servants
and the regulations
generally applicable
to federal civil
servants apply to
them. Liability for
acts of a civil ser-
vant rests with the
state or public body
which employs him.

Hungary Hungarian Financial
Supervisory
Authority (HFSA)
National Bank of
Hungary (NBH).
All organizations
engaged in financial
services, supple-
mentary financial
services, clearing
house activities,
investment and fund
management activi-
ties, commodity
exchange transac-
tions, insurance and
private pension
funds.

The HFSA has no
regulatory powers,
but can issue rec-
ommendations and
guidelines. Even
though these rec-
ommendations are
legally not binding,
they “make the
application of the
law more predict-
able.”

The HFSA is funded
by fees from the
supervised entities.
The level of the fees
is determined by
law. The HFSA is
autonomous as far
as staffing and
salary levels are
concerned.

The president of the
HFSA is appointed
by parliament based
on the proposal by
the prime minister.
He is accountable to
the parliament and
the government.

The authority of the
HFSA in granting
and withdrawing
licenses is complete
for nonbank finan-
cial institutions. For
banks, the HFSA
has to request the
opinion of the NBH
in case of licensing,
and for withdrawing
a license, of the
NBH and the MOF.

Yes.

Japan Financial Services
Agency (FSA)
Banks, securities
companies, insur-
ance companies and
other private sector
financial institu-
tions.

The law empowers
the FSA to issue
regulations.

Budget allocation is
made from the
government’s
budget.

The head of the
agency is the com-
missioner, appointed
by the prime minis-
ter with the consent
of the Diet. The
commissioner is
accountable to the
cabinet office. The
FSA is considered
an external organ of
the cabinet office.

FSA is the licensing
authority.

Yes.
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Korea Financial Supervi-
sory Commission
(FSC) and it’s the
Financial Supervi-
sory Service (FSS).
Banks and other
financial institu-
tions.

All legislation
relating to the
financial sector is
drafted and submit-
ted by the ministry
of finance and
economy but must
be done in consulta-
tion with the FSC.

Operating funds
come from contri-
butions from the
Bank of Korea
(BOK), the govern-
ment, and fees by
financial entities
under FSS supervi-
sion, and fees for
services rendered by
the FSS in respect of
issuance of market-
able securities.
Annual fees of
financial institutions
are based on their
total liabilities.

The FSC consists of
up to nine members
appointed by the
President of Korea.
The Chairman of the
FSC is the Governor
of the FSS and
accountable to the
government.
The FSC is placed
under the Office of
the Prime Minister;
however the FSC
performs its duties
independently of
any government
organization.

FSC has the author-
ity to issue and
revoke licenses to
financial institu-
tions.
FSC is also in
charge of financial
sector restructuring.

No.

Latvia Finance and Capital
Market Commission
(FCMC).
Commercial banks,
all capital market
participants, insur-
ers, pension funds

The FCMC can
issue binding rules
and regulations and
directives governing
the activities of all
supervised entities.

The budget is fi-
nanced through fees
from supervised
entities. The fees are
specified by the
FCMC Council and
may not exceed a
level set by law.

The FCMC is gov-
erned by the Coun-
cil. Its chairperson is
appointed by par-
liament.

The FCMC has the
power to issue and
revoke licenses.

Yes.

Sweden Swedish Financial
Supervisory
Authority (FSA).
Banks, mortgage,
finance, and insur-
ance companies.

Banking law and
various other laws
give the FSA the
power to issue
prudential rules and
regulations.

FSA’s funding is
from government
budget appropria-
tions. The Govern-
ment levies charges
on the supervised
entities. The minis-
try of finance ap-
proves the FSA’s
budget.

Board is appointed
by the ministry of
finance.
The director general
is also the chairman
of Board and ac-
countable to the
ministry of finance.

FSA has full auton-
omy to grant li-
censes and withdraw
licenses.

Yes.

Switzerland Federal Banking
Commission (FBC).
Banks, securities
dealers, and invest-
ment fund business.

The FBC issues the
decisions necessary
to enforce the pres-
ent law and super-
vises compliance
with legal require-
ments. The FBC is
very active in issu-
ing “Circulars” to all
market participants
in connection with
the application of
specific legal regu-
lations or reporting
requirements. Legal
powers are limited.

The expenses and
revenues of the FBC
are governed by the
regulations issued
for the budgets of
the federal govern-
ment. Emoluments
fixed by the Federal
Council cover the
expenses.
The FBC has limited
discretion in setting
the remuneration of
its staff compared to
Federal employees.

Federal Council
appoints the Com-
mission’s Chairman.
The FBC reports
annually to the
Federal Council, via
the Federal Depart-
ment of Finance.

The FBC has the
power to grant and
withdraw licenses,
The decisions of the
FBC can be ap-
pealed to the Federal
Court.

Not explicit. The
members of the
Bank authorities as
well as the officials
and employees of
the National Bank
shall be subject to
federal legislation
concerning the
responsibility under
civil penal law of
the federal authori-
ties and officials.

United Kingdom Financial Services
Authority (FSA).
Banks and invest-
ment business.

The FSA is empow-
ered to make regu-
lations within its
field of competence.
The FSA enjoys
broad discretion in
the exercise of these
powers, although
they must be exer-
cised consistently
with its statutory
objectives.

FSA has its own
budget, which it
consults on with the
industry. FSA levies
fees.
FSA is a “private
company limited by
guarantee”
FSA has autonomy
in staffing.

Chairman and Board
of FSA are ap-
pointed by and
dismissible by the
treasury (appoint-
ment is for no fixed
term). Parliament
conducts “confir-
mation” hearings,
although not on a
statutory basis.
The Chairman is
directly responsible
to parliament for
banking supervision.

FSA is empowered
to grant or revoke
licenses to conduct
financial services
business.
Its decisions may be
appealed to a spe-
cialist tribunal.

Yes.

United States Federal Deposit
Insurance Corpora-
tion (FDIC)
State banks non-
members, industrial
banks, savings

Federal regulatory
agencies can issue
prudential regula-
tions within the
confines established
by the law.

FDIC is an inde-
pendent agency
created by congress.
Funding comes from
premium that it
charges on insur-

Chairman and
members of the
Board of Directors,
appointed by presi-
dent, and confirmed
by the senate. The

The FDIC does not
grant charters (li-
censes) and cannot
remove them, but it
must approve all
banks for deposit

Yes. For acts of an
employee of the
government exer-
cising due care in
the execution of a
statute or regulation



Name of Institute
and Sectoral

Responsibilities
Regulatory Power Budgetary

Autonomy

Appointment of
President and

Accountability

Power to Grant and
Withdrow Licenses
and Specific Issues

Related to Degree of
Autonomy

Legal Protection of
Supervisors

banks, foreign bank
branches state and
federally licensed.

ance.
FDIC has full
autonomy in terms
of staffing, salaries,
and other budgetary
matters.

heads of the OCC
and OTS serve on
FDIC Board.

insurance and can
remove insurance
coverage without
approval of other
agencies, the U.S.
Treasury, or the
White House.

or based upon the
exercise or perform
a discretionary
function or duty.

C. Countries with other types of institutional arrangements

Finland The Financial
Supervision
Authority (FSA),
operating in con-
nection with the
Bank of Finland and
the ministry of
finance.
Banks, brokerage
firms, stock and
derivatives ex-
changes, and man-
agement companies
for mutual funds.

FSA issues regula-
tions to the super-
vised entities con-
cerning the obser-
vance of the appli-
cable regulations,
and issues guidelines
that are necessary
for purposes of
supervision. Regu-
latory autonomy is
limited, however.

Operating costs are
covered by supervi-
sion fees and spe-
cific fees paid by
supervised entities.

The President of the
Republic appoints
the director general
of the FSA on
recommendation of
member of the
Parliamentary
Supervisory Council
(PSC).
The FSA is account-
able to the PSC only
with respect to
administrative
matters.

The MOF has the
responsibility for
licensing and revo-
cation of a credit
institution’s license.

Yes.

Thailand Ministry of finance
and Bank of Thai-
land. Banks, mort-
gage, insurance and
finance companies.

The minister of
finance is the regu-
latory authority.
The Supervision
Department and
Financial Institution
Policy Department
do the actual on- and
off-site supervision
and formulate the
regulatory frame-
work and policies
concerning financial
institutions.

Government budget. The governor and
deputy governor are
appointed by the
crown upon recom-
mendation of the
cabinet. Account-
able to the minister.

Licensing authority
is the ministry of
finance.

Yes.

Note on EMU countries: EMU Article 25.1. The ECB may offer advice to and be consulted by the Council, the Commission, and the competent authorities
of the member states on the scope and implementation of legislation relating to prudential supervision of credit institutions and the stability of the financial
system.

Sources: National central bank laws, laws on supervisory agencies, and laws on financial institutions; Banking Supervision Regulatory Database and
Central Bank Legislation Database, IMF; Bank Regulation and Supervision Database, World Bank Group; and Courtis (2001).
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